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Abstract – Investigating characteristics of users and their pattern to access networks are parts of important points in traffic engineering. In this paper, those problems, specifically in wireless LAN, were observed and some related theories were explored. The observation was done in UMY, a campus located in Yogyakarta, Indonesia. In this term, we examined the traffic in an Wireless Action Point. Resuming the content of this paper, we found that the traffic had unique characteristics. For instance, during the day of measurement, the peaks of traffic were in the morning and in the afternoon. Average connected clients in all action points in UMY was between 2500 and 3000 users. When we selected an AP, the characteristic of the AP was examined, the number data size are 62.99 MB and 129.22 MB for mean and standard deviation respectively. We found that hourly trend of the usage of APs resembled self-similar model.
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I. Introduction

The rapid development of technology in telecommunication sectors, especially wireless communication has led some concerns on how to characterize wireless users in terms of their behaviour in accessing networks. In the past, people could only access network at specific places like their home or their office because they used a fixed connection. Today, mobile users are more popular after some research findings. Then, as an impact, the behaviour on how and when they access networks are changing.

Modelling the traffic characteristics is important to contribute on planning resources, testing the performance and controlling the network admission. These are explained by Xu et al. in [1]. Xu mentioned that there were two methods in modeling traffic; Tracing measurement of networks which is termed as black box and modeling of the traffic generation process which is known as structural traffic modeling.

Previous works and researches on the same topic have been done. Papadopouli et al. in [2] did researches and reported a model of client arrival of wireless networks. The model only discuss the behaviour on user arrival. Then, Ghosh et al. in [3] published their research on modeling user come to the system. The main parameters investigated are how the patterns of arrival are, what the suitable model of arrival is, how long users connected to the system are and how many users connected in the same time are.

In here, we chose UMY for our location of observation because UMY has more than 20,000 potential users of Wireless LAN. Students, lecturers and staffs are registered in the network. It is clear that the number of users which allowed to access the network is finite.

We took a consideration in the number of sources since users must do a log-in process before they can fully access services from the network. The number of users who can access the network is limited. They need to register first before they use the services. And thus, there are two conditions; random users come to the network is the total of logged users and unlogged users. These condition leads us use the different traffic model.

This paper only focus on determining the arrival model of the network in a specific access point. The selection of access point examined is based on hourly traffic monitoring. Some models which are researched by previous scientists are presented to
investigate the suitable model.

The organization of this paper are as the following. Part I is introduction which explains the background and the related works. In Part II, we discuss some relevant theories to analyse the result of measurement observed. Part III shows the methods we use to gain the data extracted from the wireless LAN network. The data analysis are explored in Part IV. For the last or Part V, we make conclusion of our work and suggest further research to be followed up.

II. Relevant Theories

The following are some theories related to the topic researched in this paper

II.1. User Arrival Modeling

The most popular conventional distribution on describing user arrival is Poisson Arrival especially in telephony. User arrival can be described by using two approaches; number representations and time representations. Both approaches result Poisson distribution.

Some researches on Wireless LAN used different methods to investigate user arrivals. Some of them explored the arrival of packets as in [1] [4]. Xu et al. in [1] made classification based on popularities of traffic models, i.e. common models and special models. Further, they examined some those theories and made analysis. They did not mention any specific model which satisfy some requirements.

Wang and Popstojanova in [4] did a statistical approach using traffic models which fit to the criterion. Their model included test of non-stationarity and Gaussianity. They did a range of tests by using ARMA, FARIMA, ARIMA and FGN based on the fitness between model and measurement.

Basically, there are two approaches used to analyze the arrival of the users in wireless LAN. After Paxson et al. in [5] found mismatches between Poisson arrival model and real data arrival in internet traffic, some researches introduced new model namely self-similar traffic model as in [6],[7] and [8]. And also Lee et al. in [9] summarized previous researches and stated that traffic model used in data flows is different with traffic model in the user of internet. The researches inferred that Poisson arrival model is suitable to investigate user or session arrival as well as self-similar is suitable for modelling data or packet arrival.

II.2. Poisson arrival model

The most common conventional model for modelling between an user arrival and the next user arrival is Poisson arrival model. If we consider a stochastic Poisson process with the following notation

\[ \{ N(t), t \geq 0 \} \]

and the rate of interarrival times of random variable \( X_1,X_2, \ldots \) is \( \lambda \), the cumulative probability function of exponential distribution can be written

\[ P\{ X_n(t) \leq t \} = 1 - e^{-\lambda t}, \lambda > 0, t \geq 0 \]

The random variable has value of mean and variance as the following

\[ m_1 = \frac{1}{\lambda} \]

\[ \sigma^2 = \frac{1}{\lambda^2} \]

where \( m_1 \) and \( \sigma^2 \) are mean and variance respectively.

II.3. Arrival and departure of users

The next term related to this paper is arrival and departure of users and also termed as birth-date process. As mentioned in the introduction, the number of clients who access the network are limited. In here, Binomial model is utilized. The process that users come to the network, access services and leave the system can be drawn as the following (Fig. 1).

![Fig.1 User behaviour in Binomial model](image)

Consider the number of limited sources is \( S \), the intensity of idle sources are exponentially distributed with value \( \gamma \), and the departure rate is \( \mu \), state transition diagram can be illustrated in Fig. 2. The number of available channels depends on the setting of AP, denoted as \( n \). The setting of maximum number of clients granted to connect to a specific AP influences performance of the AP as mentioned by Couta da Silva et al. in [10]. Obviously, the number of \( S \) is greater than or equal
the number of \( n \), \( S \geq n \). This condition fits Engset distribution.

\[
\begin{align*}
S_0 & \rightarrow S_1 \\
 & \rightarrow S_2 \\
 & \rightarrow \cdots \\
 & \rightarrow S_{n-1} \\
 & \rightarrow S_n
\end{align*}
\]

Fig.2 State transition diagram of Engset distribution

Then, let the offered traffic of single idle source \( \beta \) which the value is \( \beta = \gamma/\mu \). Probability of the state \( i \) can be determined

\[
p(i) = \frac{\binom{i}{3} \beta^i \mu^n}{\sum_{j=0}^{n} \binom{j}{3} \beta^j \mu^n}, 0 \leq i \leq n \tag{5}
\]

II.4. Self-similar model

Self-similar model assumes a stochastic process \( X(t) \) determined for \( t = 0, 1, 2, \ldots \). The random variable \( X(t) \), which has mean \( m_1 \) and variance \( \sigma^2 \), represents the length or volume of data packet sent through wireless LAN. The characteristic properties of self-similar model are autocorrelation function \( r(k) \) and autocovariance function \( \gamma(k) \). For the value \( k \geq 0 \), those properties are defined as the following.

\[
\begin{align*}
r(k) &= E[(X(t) - m_1)(X(t + k) - m_1)] \tag{6} \\
\gamma(k) &= \sigma^2 r(k) \tag{7}
\end{align*}
\]

Then, the popular term related to self-similar model is Hurst parameter which produces some conditions. As mentioned in [9], the condition said to be exactly second-order self-similar is fulfilled if \( \gamma(k) \) of \( X(t) \) has a value

\[
\gamma(k) = \frac{\sigma^2}{2}((k + 1)^{2H} - 2k^{2H} + (k - 1)^{2H}) \tag{8}
\]

with \( 0.5 < H < 1 \). For the weaker situation where \( X(t) \) said to be asymptotically second-order self-similar, then,

\[
\lim_{k \to 0} \gamma(k) = \frac{\sigma^2}{2}((k + 1)^{2H} - 2k^{2H} + (k - 1)^{2H}) \tag{9}
\]

has the valid value. The value \( \gamma^*(k) \) is come from autocovariance of \( X^2(k) \)

\[
X^2(k) = (X(kS - s + 1) + \cdots + X(kS))/S \tag{10}
\]

with \( k=1, 2, \ldots \).

Next, the important step associated with self-similar model is predicting Hurst parameter value. Lee et al. in [9] used variance method to estimate Hurst parameter. Different with Lee, Lu et al. in [11] provides three methods for predicting the value of Hurst parameter; i.e variance method, R/S method, and Whittle method.

In variance method, self-similar in terms of second-order process of the stochastic process \( X(t) \) is defined as

\[
\begin{align*}
r(k) & \approx H(2H - 1)k^{2H-2}, k \to \infty \quad \tag{11} \\
r(k) & \approx H(2H - 1)k^{2H-2} \approx c k^{-\beta}, \quad 0 < \beta < 1, k \to \infty \quad \tag{12} \\
\text{Var}(X^s) & \approx s^{-\beta}, \beta = (2 - 2H) \quad \tag{13}
\end{align*}
\]

Variance series plot is gathered from values of \( \log(\text{Var}(X^s)) \) in the series of \( \log(s) \). Then, Hurst parameter itself is gained from formula \( H = 1 - \beta/2 \).

Meanwhile, in R/S method, the estimation process of \( H \) is derived from adjustment of R/S statistic by rescaling range for observation sets of \( X(t) \) which is

\[
[X(t): t = 1, 2, 3, \ldots, n] \quad \tag{14}
\]

with mean \( \bar{X}(n) \) and standard deviation \( S(n) \). The expected value of R/S statistic especially for long-range dependent

\[
E\left(\frac{R(n)}{S(n)}\right) = cn^H, 0.5 < H < 1 \quad \tag{15}
\]

where \( R(n) \) is defined

\[
R(n) = \max(0, W_1, W_2, \ldots, W_n) - \min(0, W_1, W_2, \ldots, W_n) \quad \tag{16}
\]

and \( W_i \) is defined

\[
W_i = (X_1 + X_2 + \ldots + X_n) - i\bar{X}(n) \quad \tag{17}
\]

III. Research Methodology

We paid attention to some aspects when we explored or took data from wireless LAN networks. As mentioned before, we examined wireless LAN in terms of wireless access points (AP).

In this research, we used CISCO 5500 Wireless Controller to extract data from all APs in UMY. CISCO 5500 Wireless Controller is featured with
statistic tools. We recorded measurements in certain periods based on the following considerations.

**III.1. Time of Observations**

Time evaluation is one of important notes in taking data from not only in wireless LAN but also the other telecommunication networks. Finding the busiest time over the period of observations is the main goal. To commit this purpose, we did weekly, daily and hourly monitoring.

The aforementioned time have specific purposes. Weekly monitoring investigates the busiest day over one week period, while daily measurement shows the busiest hour over the day of the observation. Taking measurement in hour based have a slight different goal. Hour measurement produces information on how users or clients access networks.

**III.2. Network Selection**

At first, all APs are monitored over some weeks to gain traffic trends. Statistical methods are explored here to extract information from the data. Networks or APs, which are the most relevance for gathering samples, are selected among all APs. Next, exploration of the data in the busiest day and in the busiest hour are conducted. In this research, we run evaluation of the measurement of a specific access points which satisfy the requirements over the busiest hour.

**III.3. Analysis Data**

In analysing the data, some parameters need to be fulfilled to decide a good approach. For selecting a distribution model especially in arrival of user, once again, statistical processes are used. Some models of distribution have been mentioned in the previous part of this paper.

**IV. Analysis**

As first step of the monitoring, we measured all action points in UMY. Since working hour is from 7AM – 5PM, we only collect measurement from 8AM to 4PM. The traffic outside that time range is not interesting to be investigated.

Fig. 3 shows the number of users of all APs in UMY. The result exhibits a similar pattern between one day and another. From the figure, maximum number of clients can be reached at 10.00 – 11.00 AM. From the information, we selected the hour for further measurement as the busiest-hour monitoring time. Whilst, Fig. 4 illustrates the average of connected clients to all APs in UMY within one week period. On Saturday, as example on 11th March, averaged clients is in the lowest number. Normally, it is around 2500 – 3000 active clients for each measurement time.

As example of single AP monitoring, we chose an AP among 118 APs in UMY. The measurement over the busiest hour illustrated in Fig. 5 and Table 1.
After selecting the busiest hour, we monitored and recorded data from a specific AP. The process of choosing an AP was based on the number of clients which was the busiest among the APs. As shown in Fig. 3, the arrival and departure of users were recorded between 10:50 and 11:50. The space between two measurement times was 2 minutes. Table 1 informs number of arrival and departure during the investigation period.

Table 1: AP’s Client Record During Busy Hour

<table>
<thead>
<tr>
<th>Time</th>
<th>Clients</th>
<th>Arrival</th>
<th>Departure</th>
</tr>
</thead>
<tbody>
<tr>
<td>10:50</td>
<td>52</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>10:52</td>
<td>49</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10:54</td>
<td>50</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>10:56</td>
<td>56</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>10:58</td>
<td>53</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>11:00</td>
<td>56</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>11:02</td>
<td>55</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>11:04</td>
<td>53</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>11:06</td>
<td>53</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>11:08</td>
<td>47</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>11:10</td>
<td>48</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>11:12</td>
<td>46</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>11:14</td>
<td>50</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>11:16</td>
<td>46</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>11:18</td>
<td>48</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>11:20</td>
<td>49</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>11:22</td>
<td>50</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>11:24</td>
<td>46</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>11:26</td>
<td>50</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>11:28</td>
<td>45</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>11:30</td>
<td>45</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>11:32</td>
<td>44</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>11:34</td>
<td>43</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>11:36</td>
<td>44</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>11:38</td>
<td>45</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>11:40</td>
<td>43</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11:42</td>
<td>43</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>11:44</td>
<td>43</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>11:46</td>
<td>45</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>11:48</td>
<td>43</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>11:50</td>
<td>44</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

From the data in Table 1, we can calculate some parameters associated with Poisson distribution. First, the main parameter in interarrival distribution is $\lambda$. From the data, we got $\lambda = 1.03$ arrivals/minute and the Poisson distribution function can be figured as in Fig. 6.

The total number of action points in UMY is 118 APs. Assume that the number of potential user of an AP is distributed evenly, although in real situation, the number of potential clients are different between an AP and another. This calculation is just simplified. Based on the data, from more than 20,000 potential active users in UMY, there are only about 10% to 20% who are active users. From Table 1, during the busiest hour monitoring, the average connected clients is 47.87 (48 clients) and the standard deviation is 4.11. Based on our calculation on the assumption mentioned, the potential users on each AP is about 170 users. From this result, Engset probability of $i$ active users parameters can be illustrated in Fig 7.
In terms of data usage, Fig. 8 presents the size of data size committed to the network or an AP for each connected clients over the busiest hour monitoring. We chose the AP with IP address 10.75.0.24. The differences between a client and another is strictly considerable. With simple calculation, the value of mean and standard deviation, respectively, are 62.99 MB and 129.22 MB for data usage over the hour. Furthermore, if we discuss about the cumulative and the growth of data usage in the AP, we summarized it in Fig. 9 as follows.

Selecting a user among active users in the AP provides information about behavior of single client. For example, Fig. 10 shows cumulative data usage and its growing pattern. From the selected measurement, the value of mean and standard deviation, where the data before this client is connected to the system is neglected, are 8.57 and 8.29 respectively.

Regarding hourly trend shown in Fig.3, we continued to analyse hourly pattern of a specific access point. Consider, a stable measurement on 27th Feb as reference, table 2 illustrates calculated autocovariance and autocorrelation of the measurement with number \( k=18 \). The value was same with the number of time measured over a day monitoring. For comparison of value \( r(k) \) and \( \gamma(k) \) in table 2, we also used moving reference. Regarding the comparison, we got a significant difference between fixed reference and moving reference. In the moving reference, the average of autocorrelation \( r(k) \) and autocovariance \( \gamma(k) \) are 0.79 and 77.74 respectively, While, in the fixed reference, the value of \( r(k) \) and \( \gamma(k) \) are 0.57 and 26.85 respectively. In this paper, we used the result of fixed reference for further calculation.

Moreover, from that chosen value, the Hurst parameter is estimated with some ways mentioned in previous section. In hear we were only used iteration. By using iterations, a number satisfied the criteria is found after certain time iterations. The graph in Fig. 11 shows the value of autocovariance calculated from some value of Hurst iteration \( (0.5 \leq H \leq 1) \). With number \( k=18 \), the second-order self-similar is fulfilled with value \( H = 0.8 \).

### Table 2

<table>
<thead>
<tr>
<th>AP’s Autocorrelation and Autocovariance</th>
<th>Fixed Reference</th>
<th>Moving Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r(k) )</td>
<td>0.68</td>
<td>0.68</td>
</tr>
<tr>
<td>( \gamma(k) )</td>
<td>36.02</td>
<td>36.02</td>
</tr>
<tr>
<td>( r(k) )</td>
<td>0.50</td>
<td>0.91</td>
</tr>
<tr>
<td>( \gamma(k) )</td>
<td>25.20</td>
<td>114.01</td>
</tr>
<tr>
<td>( r(k) )</td>
<td>0.42</td>
<td>0.84</td>
</tr>
<tr>
<td>( \gamma(k) )</td>
<td>16.84</td>
<td>79.67</td>
</tr>
<tr>
<td>( r(k) )</td>
<td>0.59</td>
<td>0.77</td>
</tr>
<tr>
<td>( \gamma(k) )</td>
<td>31.42</td>
<td>77.19</td>
</tr>
<tr>
<td>( r(k) )</td>
<td>0.55</td>
<td>0.92</td>
</tr>
<tr>
<td>( \gamma(k) )</td>
<td>33.88</td>
<td>142.12</td>
</tr>
<tr>
<td>( r(k) )</td>
<td>0.35</td>
<td>0.73</td>
</tr>
<tr>
<td>( \gamma(k) )</td>
<td>13.23</td>
<td>78.71</td>
</tr>
</tbody>
</table>
V. Conclusions and Future Works

The aforementioned analysis stated some points regarding the measurement of APs in UMY.

a. We found the busiest time in terms of maximum number of clients was reached at 10 AM. The value at this hour can be used as a consideration to the planning and development plan of the APs in UMY in terms of capacity.

b. The arrival of user in the AP, where we selected the investigation, was 1.03 arrival/minute and followed Poisson distribution. This is also the weakness of this research that for calculating the arrival, we found difficulties to differentiate between long-period connected users and short-period connected users.

c. The data usage between a user and another was strictly different. In regard to the number of variance of data usage, next research need to differentiate between stationary user and mobile user. Actually, this part is also need to be analysed more in terms of behavior of the connected users.

d. Regarding pattern of hourly connected clients, self-similar used was used. The result of calculation shows the suitable value of $H$ is 0.8 for the pattern. Furthermore, the analysis in this paper still need to be explored, especially in the use of data. We found some limitations on extracting the value of data usage from database server.
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