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Abstract 
Research aims: This research aims to prove the impact of information technology 
investments and intellectual capital on firm value (Tobin’s Q) in the financial 
technology era. 
Design/Methodology/Approach: This study’s population was banks listed on the 
Indonesian Stock Exchange (ISE) during 2017–2022. Purposive sampling was 
utilized to choose a sample of 46 banks, resulting in a total of 112 observations 
during six years. This research employed GMM regression for empirical analysis, 
considering endogeneity.  
Research findings: The study revealed that while investments in information 
technology exerted a favorable influence on firm value, intellectual capital had a 
beneficial impact on firm value. Human Capital Efficiency (HCE) and Capital 
Employed Efficiency (CEE) positively impacted firm value. However, the variables 
Structural Capital Efficiency (SCE) and Relational Capital Efficiency (RCE) did not 
have any effect on firm value. The variables being controlled for in this study 
comprised corporate level, industry level, and banking type. The financial success 
of a corporation could be influenced by the corporate level, determined by the 
organization's size. The influence of industrial level and bank type on company 
firm value was limited due to the dynamic nature of market conditions and the 
intensifying competition within the banking system. 
Theoretical contribution/ Originality: This research contributes theoretically to 
the field of signaling theory by presenting an advantageous analytical framework 
to examine the effects of IT investments in the dynamic financial sector. 
Practitioner/Policy implication: This research contributes to investors in 
determining investment decisions and the council of commissioners to enhance 
supervision of IT investments, encourage banking to innovate in leveraging 
information technology, and introduce new products that can meet customer 
needs. 
Research limitation/Implication: The research focuses exclusively on banks listed 
on ISE and exclusively employs the MVAIC methodology for research purposes. 
Since this research was limited to the financial statements presented by the 
company, so some necessary data were not available, requiring an interview or 
spreading the questionnaire to the sample used. This research was also limited to 
banking in Indonesia, so the samples used were also limited, and there needs to 
be a comparison. 
Keywords: TI investment; Intellectual Capital; Firm Value; Financial Technology; 
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Introduction 
 
The banking sector is crucial for the advancement of a nation. This sector will serve as a 
crucial pillar of the economy in the future (Fu et al., 2014; Kwabi et al., 2020; 
Montgomery et al., 2014; Safiullah & Shamsuddin, 2019; Wang et al., 2018). One 
measure of the sustainability of an industry in the banking sector is firm value. Firm 
value reflects how well a company manages its resources for investors (Oktabrina & 
Inggarwati, 2022). It can be assessed by monitoring the stock market price, which tends 
to increase when the company achieves its long-term objectives (Yohana & Suhendah, 
2023). The higher the share value, the greater the shareholder welfare (Revinka, 2021). 
 
In this case, the Indonesia Composite Index (ICI) recorded its lowest level in 18 years. In 
the first semester of 2020, it declined by 1.35%, reaching IDR 4,716.40 in the first trading 
session. The banking sector experienced a decline of 5.74%, as several banks hit their 
lowest points. Only one banking issuer managed to withstand this ICI decline: PT. Bank 
Central Asia Tbk (BBCA), which has the largest market capitalization on the Indonesia 
Stock Exchange (IDX). 
 

 
 

Figure 1 Indonesia Composite Index Year 2020 
 
Another phenomenon that occurred as a result of declining stock prices in recent years 
is the bankruptcy of Silicon Valley Bank (SVB) in California, U.S., which experienced a 
capital difficulty and declared bankruptcy in March 2023 (FDIC, 2023). This was due to a 
massive withdrawal of funds from the bank, where many customers withdrew large 
sums of money at once because of doubts about the bank's ability to pay the funds in 
full and immediately. Various factors contributing to the bankruptcy of banks tailored 
for the technology industry included SVB's acquisition of low-cost investment assets like 
U.S. government bonds, inflated deposits, the US Federal Reserve's increase in interest 
rates, the devaluation of bond portfolios, the decreased availability of start-up funding 
leading to the withdrawal of funds by SVB, SVB's sale of securities at a loss, panic among 
venture capital firms, and a decline in share prices (Nurmutia, 2023). 
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Figure 2 Historical Performance of Silicon Valley Bank Shares 
 
In 2018, there was a skimming incident in Indonesia. Bank Mandiri exemplifies 
technology-based criminality, highlighting the dichotomy between information 
technology (IT) productivity and firm value. Bank Mandiri effectively reimbursed the 
skimming victims' client monies, totaling IDR 260 million (Setiawan & Ika, 2018). In 2019, 
several Bank Mandiri services, including independent online banking, internet banking, 
SMS banking, EDC, and ATMs, had difficulties (CNBC, 2019). In May 2023, there was a 
cyberattack on Bank Syariah Indonesia (BSI) in Indonesia. BSI experienced an 
interruption that caused consumers to be unable to access BSI Mobile services, ATMs, 
and teller machines at bank branches, which led to customer data leaking. As a result, 
the stock price decreased, leading to a decline in customer confidence. Consequently, 
some clients withdrew their cash and transferred it to a different bank (Caesaria, 2023; 
KOMPAS, 2023). 
 
Thus, in an effort to increase the firm value, asset management needs to be considered 
carefully. The company`s main assets are not limited to physical objects but also include 
valuable, unique, difficult-to-replace, and inimitable assets. These assets are known as 
intellectual capital, which must be managed efficiently to achieve a competitive 
advantage. The greater the value of intellectual capital, the greater the potential to 
create added value for the company through superior innovation compared to 
competitors (Sayyidah & Saifi, 2017). 
 
Intellectual Capital (IC) can be divided into several components: Human Capital (HC), 
Structural Capital (SC), Relational Capital (RC), and Capital Employed (CE) (Ulum et al., 
2014). IC is an important corporate resource for gaining and maintaining a competitive 
advantage (Pulic & Kolakovic, 2003). Companies with high IC are believed to manage 
their resources efficiently (Soriya & Narwal, 2015). Studies indicate that IC affects firm 
value (Putri et al., 2019; Tangngisalu, 2021). However, other research suggests that IC 
has a negative effect on firm value (Ginting & Sagala, 2020; Nabila et al., 2021). 
 
As a service company in the financial industry, firms need to adapt to the development 
of information technology. Some experts argue that service companies have an 
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advantage in crisis conditions due to their ability to enhance productivity and customer 
service through IT innovations. By improving the efficiency and quality of services, 
companies are expected to increase their overall value. IT investment in the banking 
sector has the highest level of information technology investment per user, indicating 
that intellectual capacity should ideally be enhanced through corporate efficiency 
(Namaki et al., 2019; Pérez-Martín et al., 2018). Dehning et al. (2005) assert that IT 
investment is highly beneficial for improving bank performance. Other studies support 
these findings, indicating that IT investment also influences firm value (Dehning et al., 
2005; Kohli et al., 2012; Sriram & Krishnan, 2003). Enhanced financial performance, 
evidenced by rising stock prices, contributes positively to the company’s value and sends 
a favorable signal to investors.  
 
While numerous studies have explored firm value, this study uniquely incorporates 
information technology investments as an independent variable to assess its impact. In 
the context of Society 5.0, where information technology continues to advance under 
human control, there is a need to examine intellectual capital comprehensively. This 
study also introduces control variables such as corporate level, industry level, and 
banking type. Moreover, the Generalized Method of Moments (GMM) was employed to 
address endogeneity. 
 
Based on the structured background provided, this study examines the correlation 
between information technology investment and intellectual capital with the value of 
banking firms. It utilized data from companies listed on the Indonesian Stock Exchange 
period 2017–2022. Firm value was measured using Tobin`s Q. Information technology 
investment was assessed through intangible assets, while intellectual capital was 
evaluated using Modified Value-Added Intellectual capital (MVAIC). 
 
 

Literature Review and Hypotheses Development 
 
Signaling Theory  
 
According to Widiastari and Yasa (2018), reporting financial information related to 
company performance can enhance firm value. A high level of profit indicates strong 
financial performance and promising future prospects. Additionally, growth in return on 
assets can convince investors that the company can deliver a high return on investment. 
In response to these positive signals, investors are likely to increase their stock 
transactions, which, in turn, positively impacts firm value. Signaling theory suggests that 
organizations aim to convey positive information to potential investors through 
disclosures in financial statements. Positive signals from the organization are expected 
to be well received by the market, provide a competitive advantage, and significantly 
boost the company's value (Nanik & Candra, 2016). 
 
In economics and finance, signaling theory concerns how organizations or companies 
convey information to the market or potential investors through specific actions or 
disclosures. The primary aim of signaling theory is to shape market perceptions of a 
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company’s performance or prospects, thereby enhancing investor confidence and 
contributing to an increase in the firm’s value. 
 
Resource-based View Theory  
 
Resource-based View (RBV) theory is a management theory that posits that a business 
can gain a competitive edge by effectively leveraging resources that are distinct, scarce, 
and challenging for competitors to replicate. The notion emphasizes the significance of 
an organization's internal resources, including human expertise, technology, brand, and 
managerial abilities, in generating competitive advantages and achieving superior 
performance. According to this hypothesis, an organization possessing valuable, limited, 
difficult-to-imitate, and irreplaceable resources can establish a durable competitive 
advantage. Hence, managers must effectively utilize and oversee the resources of the 
firm to accomplish long-term objectives (Wernerfelt, 1984). RBV also asserts that the 
company has the necessary resources to gain a competitive edge and effectively guide 
the company toward achieving strong long-term performance. Allocating valuable and 
limited resources strategically can establish a competitive edge, ensuring the longevity 
and non-replicability, transferability, or substitutability of these resources. Resources 
encompass both actual and intangible assets that firms can utilize to develop and 
execute their strategy (Arikan, 2006). 
 
Generalized Method of Moment (GMM) 
 
The Generalized Method of Moment (GMM) is a technique that can be used to handle 
violations of assumptions in data, such as autocorrelation and heteroskedasticity. 
Hansen presented this method in 1982, defining it as a technique for estimating 
parameters that rely solely on the momentum conditions employed. GMM is a 
technique used to estimate the expansion parameters of the moment method. The 
moment technique is inapplicable when the count of instrument variables exceeds the 
count of parameters to be evaluated. GMM equates the state moment of a population 
with the state moment of a sample. According to W (2012), in a simultaneous equation 
with L moment conditions and K parameter equations, there exist three potential 
solutions. First, insufficiently identified (L < K). If the number of moment conditions is 
insufficient compared to the estimated number of parameters, it is impossible to find a 
solution in the equation system. Second, precisely determined (L = K). This phenomenon 
arises when the count of condition moments matches the estimated count of 
regressors, resulting in an estimate that is identical to the instrumental variable 
estimation approach. Third overidentified if the value of L is greater than the value of K. 
This happens when the number of condition moments is greater than the number of 
parameters being estimated, resulting in an equation system without a unique solution. 
The θ-parameter is measured using GMM. 
 
Parameter estimation procedures with GMM are performed in successive steps to 
determine the state moment, determine the sample moment analog, define the 
function of the criteria, and complete the criterion function. For example, the g(θ) 
sample moment analog is defined. A is further defined as a GMM weighting matrix that 
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is non-random in nature and has a full rank. GMM estimates of θ can be obtained by 
minimizing the function of the criterion, i.e., the analog weighting distance of the 
sample moment g(θ) to zero. The function of the criterion in estimates with GMM is 
defined by q(θ) = g (θ)′Ag(θ). The criterion function in estimation with GMM shown in 
Model 1 and Model 2. 
 

θ =  argmin θ (q (θ))............................................................................................................   (1) 
 

θ =  argmin θ (g (θ’ Ag (θ)) .............................................................................................   (2) 
 
As an illustration, given the equation ɛi = yi - θi with the instrument variable zi. Then, the 
analog moment sample is defined. With analog g (θ) = n-1 Σn (zi (yi – x′i θ)) and a 
moment of sample written g (θ) = n-1 (Z′ (y - Xθ)), in the form of a function matrix, the 
criteria can be defined in Model 3, Model 4, and Model 5. 
 

q =  g (θ)ʹAg (θ)  ....................................................................................................................  (3) 
 

=  {n − 1Z ʹ(y −  Xθ)} ʹ A{n − 1Zʹ (y –  Xθ)} .......................................................  (4) 
 

=  n − 2 (yʹ ZAZʹy −  2θ ʹXʹ ZAZʹy +  θʹXʹZAZʹXθ)  .........................................  (5) 
 
The parameter θ can be obtained by completing the function of the criterion q(θ) to the 
condition of the first order that shown in Model 6, Model 7, and Model 8. 
 

∂q(θ)/ ∂θ =  (−2n − 2XʹZAZʹy) + (2n − 2XʹZAZʹXθ)  =  0 ............................  (6) 
 

(2n − 2XʹZAZʹX)θ =  (2n − 2XʹZAZʹy)  .......................................................................  (7) 
 

θ =  [XʹZAZʹX]  − 1 XʹZAZʹy ..............................................................................................   (8) 
 

Hypothesis Development 
 
Signaling theory is a concept used in economics and finance to explain how asymmetric 
information can influence market decisions and behavior (Spence, 1973). Investment in 
information technology can serve as a positive signal to the market and investors about 
a company's commitment to innovation and efficiency improvement. When companies 
invest resources in IT, it can demonstrate to investors that the company is dedicated to 
maintaining a competitive advantage and optimizing performance. This can enhance 
investor confidence and increase the value of the company's shares. Investment in 
information technology can enhance operational efficiency, improve business processes, 
and foster innovation. These improvements can lead to better financial performance 
(Agu, Aguegboh, & Ekene, 2020; Farouk & DanDago, 2015; Gunawan & Serlyna, 2018), 
which, in turn, can increase firm value. Research supports this, showing that investment 
in information technology has a positive effect on firm value (Dehning et al., 2005; Kohli 
et al., 2012; Sriram & Krishnan, 2003). Based on this explanation, the following research 
hypothesis was formulated: 
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H1: Investments in information technology have an advantageous impact on the firm 
value. 
 
 

Resource-based View Theory (RBV) is a theory that states that a company has resources 
that can make a company have long-term performance. Valuable and scarce resources 
can create a competitive advantage so that resources owned can last a long time and 
are not easily replicated, transferred, or replaced. Resources are both tangible and 
intangible assets that companies can use to formulate and implement their strategies 
(Arikan, 2006). Susanti et al. (2021) examined the effect of intellectual capital on firm 
value. Their study used manufacturing companies listed on the Indonesia Stock 
Exchange (IDX) from 2013 to 2017. The results demonstrated that intellectual capital 
exerted a positive effect on firm value. Xu and Liu (2020) investigated the effect of 
intellectual capital on firm value. The study focused on manufacturing companies in 
Korea for the period 2013 to 2018. The results indicated that intellectual capital yielded 
a positive effect on firm value. Based on this explanation, the following research 
hypotheses were formulated: 
 
H2: Intellectual capital creates a beneficial influence on firm value. 
 

H2a: Human Capital Efficiency (HCE) has a positive impact on firm value. 
 

H2b: Structural Capital Efficiency (SCE) has a positive impact on firm value. 
 

H2c: Relational Capital Efficiency (RCE) has a positive impact on firm value. 
 

H2d: Capital Employee Efficiency (CEE) has a positive impact on firm value. 
 
 

Based on the hypotheses development, the research framework shown in Figure 3. 
 

 
Figure 3 Research Model 
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Research Method 
 
The study examined the influence of investments in information technology and 
intellectual capital on the firm value through financial technology. This study employed 
quantitative research methodology under the framework of positivism. This research is 
an explanatory study with a causal goal, specifically designed to examine the influence 
between two variables. The analysis utilized the population of conventional and Sharia 
banking organizations that were publicly listed on the Indonesian Stock Exchange (ISE) 
from 2017 to 2022. The period chosen, 2017-2022, was intended to observe the data in 
its normal state. This is because, in 2020, there was an anomalous condition due to the 
COVID-19 pandemic. The sampling process employed purposive sampling techniques 
and judgment sampling. The selection criteria used in determining the sample for this 
study are as follows: 1) Conventional and Sharia banking institutions that had been 
consecutively listed on the Indonesian Securities Exchange (ISE) between 2017 and 
2022. 2) Conventional and Sharia banking institutions with publicly available financial 
statements between 2017 and 2022. 3) Conventional and Sharia banking institutions 
that furnished data pertaining to the variables under investigation and remained 
operational from 2017 to 2022 without undergoing liquidation. 4) Conventional banking 
and Sharia enterprises that utilized the rupiah in their financial statements as a means to 
circumvent discrepancies in exchange rates. Based on these criteria, 46 banks were 
obtained as research samples with 112 observations for six years (2017-2022). 
 
In this research, firm value served as the dependent variable. The research focused on 
economic conditions because the current Industry 4.0 environment is constantly 
evolving. This dynamic environment compels banks to maintain their financial stability 
to ensure future sustainability. Tobin's Q was employed as the metric for evaluating the 
firm value. Tobin's Q provides a more precise assessment of a company's value, 
evaluates its investment prospects and development potential, considers the expenses 
associated with asset replacement, and assists in decision-making. Pruitt (1994) 
proposed formulation in Model 9 for Tobin's Q. 
 

Tobin`s Q =  (MVE +  PS +  DEBT)/TA ....................................................................   (9) 
 
Tobin's Q values are categorized into multiple groups (Bartlett & Partnoy, 2018; 
Hutabarat & Senjaya, 2016; Thangavelu & Jyotishi, 2017). Tobin's Q ratio of less than 1 
signifies that stocks are undervalued, indicating that either management has not 
effectively utilized the company's assets or there has been insufficient investment 
growth, resulting in the market undervaluing the company's worth. Tobin's Q value of 1 
indicates that the stock is in an average state, suggesting that the management is not 
actively improving the asset or experiencing any growth in investment. 
 
In this research, information technology was invested as an independent variable. IT 
investments are part of an intangible asset. The first thing to do is identify the intangible 
asset. As far as this is concerned, it is based on R&D, training, and innovation spending, 
while it is further based on intangible assets on the balance sheet (Bontempi & 
Mairesse, 2008). Model 10 show measurement of IT investment. 
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IT Investment =  Intangible Asset/Total Asset x 100% .....................................  (10) 
 
Intangible assets encompass various components such as brands, patents, technology, 
and other forms of intellectual property that are not readily visible in traditional 
financial statements. Intellectual Capital Efficiency (ICE) is crucial for evaluating how 
these intangible assets contribute to a company`s performance, which often goes 
unnoticed inconventional balance sheets. ICE is essential for determining Model Value 
Added Intellectual Capital (MVAIC). MVAIC was employed to measure IC in the context 
of conventional banking. The MVAIC, introduced by Pulic in 2000, measures the added 
value of intellectual capital and physical capital components. MVAIC considers the 
overall resource pool of the organization and does not rely exclusively on the company's 
physical capital. The MVAIC is structured in Model 11 until Model 16. 
 

MVAIC =  ICE +  CEE ..........................................................................................................  (11) 
 

ICE =  HCE +  SCE +  RCE ...............................................................................................  (12) 
 

HCE =  VA / HC .......................................................................................................................  (13) 
 

SCE =  SC / VA.........................................................................................................................  (14) 
 

RCE =  RC / VA .......................................................................................................................  (15) 
 

CEE =  VA / CE ........................................................................................................................  (16) 
 
Ulum (2013) developed the iB-VAIC model to measure the performance of Sharia 
banking by utilizing the financial reports of Indonesian Sharia banks. The model was 
constructed by including the Islamic Banking Value Added Intellectual Capital (iB-VAIC) 
framework. The iB-VAIC is structured in Model 17 until Model 21. 
 

iBVA =  OUT –  IN ..................................................................................................................   (17) 
 

iB − VACA =  VA / CE ..........................................................................................................   (18) 
 

iB − VAHU =  VA / HC.........................................................................................................   (19) 
 

iB − STVA =  SC / VA ...........................................................................................................   (20) 
 

iB − VAICTM =  iB − VACA +  iB − VAHU +  iB − STVA  ................................  (21) 
 
To rank a group of banks, the scores obtained from the iB-VAIC calculations might be 
used. Ulum (2008) provides a classification for the outcomes of the VAIC computations. 
These categories are as follows: a. top performers—VAICTM scores exceeding 3.00; b. 
good performers—VAICTM scores ranging from 2.0 to 2.99; c. common performers—
VAICTM scores ranging from 1.5 to 1.99; d. bad performers—VAICTM scores below 1.5. 
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The corporate-level control variable encompassed the dimensions of corporate size and 
leverage. Large organizations typically serve as significant stakeholders due to their size, 
which reflects their magnitude or insignificance. This will significantly influence 
policymaking, with major corporations exerting a greater influence on the public interest 
compared to small organizations due to their heightened attentiveness to the public. 
Consequently, companies will exercise greater caution in their financial reporting. In 
addition, the company's size can be categorized into distinct classes, including large, 
medium, and tiny. The magnitude of the company is a crucial determinant of 
information technology investment. The company's size in this study was estimated by 
considering the aggregate value of all assets possessed by the company, as described by 
Munawir (2010) as follows in Model 22. 
 
Corporate level =  Ln x Total asset  ...............................................................................  (22) 
 
Leverage refers to a company's capacity to fulfill its financial responsibilities. An 
alternate means of obtaining company cash, other than issuing shares in the capital 
market, is via securing external funds, such as loans. The corporation will endeavor to 
meet the debt arrangement in order to secure a favorable evaluation from creditors 
(Astari et al., 2017). Moreover, the utilization of leverage has a substantial influence on 
the company's performance (Ftiti et al., 2013; Trad et al., 2017). The study calculated 
leverage by dividing the entire liabilities by the total assets possessed by the company, 
as described by Kieso et al. (2019) that shown in Model 23. 
 

Lev = 
𝑇𝑜𝑡𝑎𝑙 𝐷𝑒𝑏𝑡

𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡
 x 100% ......................................................................................................   (23) 

 
The industry level was one of the variables being controlled in this investigation. This 
variable represents the prevailing conditions or distinctive features that are shared 
across a specific industry or sector, such as the banking sector. The Herfindahl 
Hirschman Index (HHI) is a metric used to quantify the level of market or industry 
concentration (DePamphilis, 2019). It represents the proportion of market share 
controlled by a group of companies or within a certain industry. The concentration ratio 
was employed for the analysis of industry and company competition, particularly in the 
context of competition among major enterprises or oligopolies. The concentration ratio 
can be determined by employing a concentration index, which quantifies the extent to 
which a specific number of enterprises in an industry control the market share (Rhoades, 
1993). First, all the companies currently active in the industry for which the researchers 
needed to assess concentration were determined. Secondly, the market share of each 
company was determined by dividing the company's sales by the total sales in the 
industry. Thirdly, their market share was squared to calculate a second-rank value for 
each company. Fourth, the total market capitalization of all companies in the industry 
was calculated. Fifth, the ultimate outcome achieved is the Herfindahl-Hirschman Index 
(HHI) value. Sixth, the significance of the obtained HHI value was analyzed based on the 
specified category: 1) Markets with less than 1,500 competitors are considered to be 
extremely competitive; 2) Markets with a level of competition ranging from 1,500 to 
2,500 are considered moderately competitive; 3) More than 2,500: an uncompetitive 
market or an oligopoly or monopoly. 
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The categorization of banks was assessed through the use of binary variables; 
conventional banks will be assigned a value of 0, while Sharia banks will be assigned a 
value of 1. 
 
The researchers initially conducted step-by-step data analysis to differentiate between 
different types of banks, such as conventional banks and Sharia banks. The second step 
was computing firm value utilizing Tobin's Q. The third step involved the calculation of 
Model Value Added Intellectual Capital (MVAIC) and Islamic Banking Value Added 
Intellectual Capital (IB-VAIC) to determine the company's performance. The fourth step 
was the computation of IT investment. The fifth step involved computing each control 
variable, such as corporation level, industry level, and banking type. Subsequently, the 
influence of IT investment and intellectual capital on firm value would be assessed while 
incorporating control variables at the corporate level, industry level, and bank type. 
Moreover, the data analysis in this study involved conducting a double regression 
analysis, which is a commonly used method, along with performing a traditional 
assumption test. The Generalized Method of Moment (GMM) was used with the 
regression model estimation technique in cases when the assumptions of normality and 
heteroskedasticity were not met prior to conducting the hypothesis test for the model. 
 
Multiple linear regression analysis was employed as a statistical method to examine the 
impact of independent variables on dependent variables. The study used information 
technology investment as the independent variable, quantified by the ratio of intangible 
assets to total assets, as well as ICs using MVAIC and the iB-VAIC proxy. The research 
focused on measuring firm value using Tobin's Q proxy as the dependent variable. 
Additionally, control factors like corporate level, industry level, and banking type are 
considered. The statistical analysis model employed is formulated in Model 24. 
 
Firm value it = α0 + 𝛽1 IT Invit + 𝛽2ICit + 𝛽3HCEit + 𝛽4SCEit + 𝛽5RCEit + 𝛽6CEEit  

+ 𝛽8Levit + 𝛽9HHIit + 𝛽10Type Bankit  + εit  .............................  (24) 
 
Where α is for Constant; β for Regression coefficient; IT Inv for Information Technology 
Investment; IC for Intellectual Capital; HCE for Human Capital Efficiency; SCE for 
Structural Capital Efficiency; RCE for Relational Capital Efficiency; CEE for Capital 
Employee Efficiency; Lev for leverage; HHI for Herfindahl Hirschman Index; Type Bank 
for Type Bank is dummy (1 for Sharia Bank and 0 for Conventional Bank). 
 
 

Result and Discussion 
 
Descriptive statistical analysis includes averages, minimum values, maximum values, and 
deviation standards of information technology investments, Intellectual Capital (IC), 
Human Capital Efficiency (HCE), Structural Capital Efficiency (SCE), Relational Capital 
Efficiency (RCE), Capital Employed Efficiency (CEE), corporate level, industry level, 
banking type, and Tobin’s Q. The statistical descriptive results revealed the minimum 
value, maximum value, average (mean), and standard deviation. The minimum value is 
used to determine the smallest value of the data concerned, which varies from the 
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average, whereas the maximum value is applied to identify the largest value of that 
data. The mean or average is used in terms of identifying the average of the relevant 
data, and the deviation standard is used to identify how much the data in question 
varied from the mean. Descriptive statistical results can be seen in Table 1. 
 
Table 1 Results of Descriptive Statistics 

Variable Mean Min Max Std. Dev 

TI Inv 0.003 9.242 0.068 0.007 
IC 3.024 -12.525 159.120 10.920 
HCE 9.470 -12.885 1619.571 111.390 
SCE 0.373 -38.990 9.292 3.004 
RCE 0.100 -0.694 15.516 1.071 
CEE 0.022 -0.179 0.129 0.027 
Corporate Level 0.719 0.040 1.042 0.237 
Industry Level 0.003 5.938 0.067 0.011 
Type Bank 0.071 0.000 1.000 0.257 
Tobins`Q 2.205 0.059 65.934 7.031 

 
The IT investment variable revealed a minimum value of 9.242 and a maximum value of 
0,068. The average value was 0.003, and the default deviation was 0.007. The results of 
the analysis demonstrated that the average value of the sample was lower than the 
standard deviation value. The higher standard deviation value compared to the average 
indicates that the data deviation and value diversity of the sample company are 
relatively high.  
 
The intellectual capital variable indicated a minimum value of -12,525 and a maximum 
value of 159,120. The results of the analysis showed that the average value of the 
sample was lower than the standard deviation value. The higher standard deviation 
figure compared to the average value indicates that the data deviation and diversity of 
the value of the sample company are relatively high. 
 
The firm value variable, as measured by Tobin's Q, exhibited a minimum value of 0.059 
and a maximum value of 65.934. The average value was 2.205, with a standard deviation 
of 7.031. The analysis revealed that the average value of the sample was lower than the 
standard deviation. The higher standard deviation compared to the average value 
indicates a relatively high degree of data variability and diversity among the sample 
companies. 
 
The variables Human Capital Efficiency (HCE), Structural Capital Efficiency (SCE), 
Relational Capital Efficiency (RCE), and Capital Employed Efficiencies (CEE) showed that 
the minimum and maximum values varied. The average value of the sample was lower 
than the standard deviation value. The higher standard deviation figure compared to the 
average value indicates that the data deviation and diversity of the value of the sample 
company are relatively high. 
 
The company-level variable displayed a minimum value of 0.040 and a maximum value 
of 1.042. The average value was 0.719, and the standard deviation was 0.237. The lower 
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standard deviation figure compared to the average value indicates that the data 
deviation and diversity of the value of the sample company are relatively low. Industry 
grade and bank type also indicated that minimum and maximum values varied. The 
average value of the sample was lower than the standard deviation value. The higher 
standard deviations compared to the average value indicate that the data deviation and 
diversity of the value from the sampling company are relatively high. 
 
The normality assumption test was then conducted to determine whether the residual 
variable in a regression model followed a normal distribution. The Jarque Bera test can 
be used to determine if the distribution of residues is normal. A residual is considered to 
be normally distributed when the p-value of the Jarque Bera test is higher than the 
predetermined significance level (α = 0.05). Figure 4 are the outcomes of the normalcy 
assumption test conducted using the Jarque Bera method. 
 

 
 

Figure 4 Jarque Bera Test 
 
The normality assumption test conducted on the data presented in the figure above 
yielded a Jarque Bera statistic of 13268.12, accompanied by a p-value of 0.000. This 
outcome indicates that the p-value was less than the predetermined level of significance 
(α = 0.05). Consequently, the indicated residue did not follow a normal distribution. 
Therefore, the condition of normality was not realized. 
 
The heteroskedasticity assumption was employed to ascertain if the residual generated 
by the regression model exhibited a uniform (constant) range. Testing the premise of 
heteroscedasticity involves examining if the residuals exhibit a consistent range. The 
glacier test would be conducted using the timeline data. According to the test criteria, if 
the p-value is greater than the level of significance (α = 5%), it is concluded that the 
residual is homogeneous. Table 2 are the findings from the heteroskedasticity 
assumption test. 
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Table 2 Results of Heteroskedasticity Assumption Test 
Criteria Value 

Chi-Square 44.02072 

p-value 0.000 

 
From the data shown in Table 2, it is evident that the Chi-Square statistical value was 
44.02072, accompanied by a p-value of 0.000. Given that the p-value was less than the 
alpha level of 5%, it can be inferred that the assumption of heteroskedasticity was not 
realized. 

 
The purpose of the multicollinearity test is to determine whether there is a lack of 
correlation between the independent variables in the model. In a regression model, it is 
anticipated that independent variables exhibit no correlation with one another. In order 
to identify the absence of multicollinearity, it is possible to examine the variance 
inflation factor (VIF) value of each independent variable in relation to the dependent 
variable. If the VIF score is below 10, the model indicates the absence of multi-linearity 
symptoms. The results of the multicollinearity assumption test are displayed in the Table 
3.  
 
Table 3 Results of the Multicollinearity Test 

Variable VIF 

MVAIC and iB-VAIC (IC) 1.085155 
IT Investment 1.146615 
HCE 1.005593 
SCE 7.235475 
RCE 7.221192 
CEE 1.059478 
Corporate Level 1.195882 
Industry Level 1.048131 
Type Bank 1.102506 

 
Based on the data presented in Table 3, it is evident that all independent variables and 
controls had Variance Inflation Factor (VIF) values below 10. Therefore, the researchers 
could confidently infer that the assumption of multicollinearity was confirmed. 

 
Moreover, the purpose of the autocorrelation assumption test is to ascertain the 
presence of correlation among the residuals produced by the regression model. The 
Breusch-Godfrey Serial Correlation LM Test was employed to assess the autocorrelation 
assumption. According to the test requirements, if the p-value is greater than the level 
of significance (α = 5%), it indicates the absence of an autocorrelation problem. Table 4 
show the outcomes of the autocorrelation assumption test. 
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Table 4 The autocorrelation assumption test 
Criteria Value 

F-statistics 0.226941 
p-value 0.7972 

 
From the provided table, it is evident that the statistical F-value was 0.226941, 
accompanied by a p-value of 0.7972. Given that the p-value was greater than the alpha 
level of 5%, the researchers might conclude that the assumption of non-autocorrelation 
was achieved. 

 
Table 5 The Generalized Method of Moment (GMM) regression model with the Newey-
West correction 

Variable Coefficient Std. Error t-Statistic Prob. 

C 4.725439 2.889049 1.635638 0.1035 
IC 0.049211 0.018430 2.670205 0.0082 
IT Inv 527.3657 228.3245 2.309720 0.0219 
HCE 0.000665 0.000249 2.677517 0.0080 
SCE 0.189229 0.168163 1.125270 0.2618 
RCE 0.386880 0.414439 0.933503 0.3517 
CEE 34.55319 12.49973 2.764315 0.0062 
Corporate Level -7.656227 3.393392 -2.256217 0.0251 
Industry Level 13.94826 8.072704 1.727831 0.0856 
Type Bank -0.810694 1.801122 -0.450105 0.6531 

 
The GMM regression equation of the above estimates in Model 25.  
 
According to the diagnostic test results, the above models did not satisfy the 
assumptions of normality and heteroscedasticity. Often, when conducting research with 
economic data, there is a common occurrence of violating the premise of heterogeneity. 
The reason for this is that time-series data exhibits a significant degree of volatility, 
resulting in a wide range of data values. To address the issue, the researchers employed 
the Generalized Method of Moment (GMM) regression model with the Newey-West 
correction to estimate the standard error model. This was done to acquire a resilient 
error standard in the face of data variability, ensuring the attainment of dependable 
model test outcomes. The software reviews provide an overview of the estimations, 
which are displayed in Table 5. 
 
Firm value = 4.725439 + 527.3657Inv TIit + 0.049211MIit + 0.000665HCEit + 

0.189229SCEit + 0.386880RCEit + 34.55319CEEit + 13.94826LEVit + 
13.94826HHIit - 0.810694Tipe Bankit + εit...................................................  (25) 

 
In order to determine the validity of the conditions of moment in the model, one can 
conduct tests such as the Hansen/J test or the Sargan test. Software EViews exclusively 
employs the J-test. Therefore, in this study, the researchers utilized the same test. The 
test requirements specify that if the p-value is greater than the level of significance 
(which is set at 0.05), the model is considered to have a valid condition of the moment. 
According to the data in Table 5, the statistical value of the J-test was 0.244720, and the 
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p-value was 0.620817. The test findings indicated that the p-value (0.620817) was higher 
than the predetermined level of significance (0.05), signifying that the model contained 
valid moment conditions. 
 
The outcome of the Hypothesis 1 test is displayed in Table 5. The experiment that 
assessed the potential impact of the investment in information technology produced a 
numerical value of 2.309720 and a p-value of 0.0219. The test findings indicated a p-
value of 0.0219, which is below the level of significance of 0.05. This suggests that the 
alpha 5% criterion was met, demonstrating a significant impact of technology 
investment on financial information performance. When examining the positive 
coefficient of 527.3657, it signifies that each incremental unit of investment in 
information technology can enhance firm value by 527,3657 units. Therefore, this 
outcome substantiates hypothesis 1, which posits that investments in information 
technology have a favorable effect on the firm value of banks.  
 
Table 5 displays the test results for hypothesis 2. The test examining the influence of 
intellectual capital produced a t-count value of 2.670205 and a p-value of 0.0082. The 
test findings indicated a p-value of 0.0082, which is below the predetermined level of 
significance (0.05). This implies that, at a 5% alpha level, there was a statistically 
significant impact of intellectual capital on firm value. When the positive coefficient of 
0.049211 is seen, it signifies that for every 1-unit gain in intellectual capital, there is a 
corresponding improvement of 0.049211 units in firm value. Therefore, this outcome 
corroborates hypothesis 2, which posits that intellectual capital exerts a favorable 
impact on the firm value. 
 
The results of the test of hypothesis 2a of human capital efficiency (HCE) can be seen in 
Table 5. The test of influence hypotheses for HCE yielded a t-count value of 2.677517 
with a p-value of 0.0080. The test results showed a p-value (0.0082) < level of 
significance (=0.05), which means that at the 5% alpha stated, there was a significant 
influence of the HCE on firm value. When viewed from the positive coefficient of 
0.000665, it indicates that each increase of 1 HCE can improve firm value by 0.000665 
units. Thus, this result supports hypothesis 2a, stating that human capital efficiency has 
a positive effect on firm value.  
 
The result of the 2b test, Structural Capital Efficacy (SCE), can be seen in Table 5. The 
test of the SCE influence hypothesis yielded a t-count value of 1.125270 with a p-value 
of 0.2618. The test results showed a p-value (0.2618) > the level of significance (=0.05), 
which means that at alpha 5%, there was no significant influence of SCE on firm value; 
thus, the result of hypotheses 2b was not supported, which means that structural capital 
efficiency did not influence the firm value of the bank. Thus, the result of hypothesis 2b 
was not supported, which means relational capital efficiency does not influence firm 
value.  
 
The test results of the H2c hypothesis showed a t-count of 0.933503 with a p-value of 
0.3517, so it can be concluded that the H2c hypothesis was rejected, which means 
relational capital efficiency (RCE) did not influence firm value. It is assumed that the 
company is not in a position to manage business relationships or cooperation that can 



Maghfiroh, Saraswati & Mardianti 
Do investing in information technology and intellectual capital… 

 
 

Journal of Accounting and Investment, 2024 | 796 

provide benefits for both parties, so it cannot improve the firm value and value of the 
company. 
 
Table 5 displays the findings of the H2d test for the Capital Employee Efficiency (CEE) 
hypothesis. The CEE influence test produced a t-statistic of 2.764315 and a p-value of 
0.0062. The test results indicate that the p-value of 0.0062 was less than the level of 
significance of 0.05, demonstrating a substantial impact of CEE on firm value at the 5% 
alpha level. When the coefficient is positive at 34.55319, it means that for every 1 unit 
rise in CEE, the firm value improves by 34.55319 units. The results confirm the 2D 
hypothesis that the efficiency of capital employees positively affects the firm’s value. 
 
Furthermore, testing control variables at the corporate level, industry level, and banking 
type yielded distinct results for each proxy. The corporate-level control variables test 
resulted in a t-value of -2.256217 and a p-value of 0.0251. The test findings indicated a 
p-value of 0.0251, which is below the level of significance (α = 0.05), suggesting a 
substantial impact on the firm value of the company at the 5% alpha level. The negative 
coefficient of -7.656227 suggests that for every 1 unit increase in the company's level, 
the firm value can decrease by 7.656227 units. In addition, the industry-level influence 
control variable test resulted in a t-score of 1.727831 with a p-value of 0.0856. The test 
results indicate that the p-value (0.0856) is greater than the level of significance (0.05), 
suggesting that at the 5% alpha level, there is no significant impact of the industry level 
on firm value. The test on the variable controlling the influence of the bank type 
returned a t-count value of -0.450105 with a p-value of 0.6531. The test findings indicate 
that the p-value (0.6531) is greater than the significance level (0.05), suggesting that at 
the specified 5% alpha level, there is no significant impact of the bank type on firm 
value. 
 
The initial alternative hypothesis (H1) in this study examined the influence of IT 
investment on firm value. As a result, it can be inferred that H1 was supported, 
indicating that information technology investment impacted firm value. The findings of 
this study support the studies conducted (Dehning et al., 2005; Kohli et al., 2012; Sriram 
& Krishnan, 2003). Investments in information technology will transform the banking 
business model and drive banks to operate more efficiently (Thuy & Nguyen, 2021). 
Investments in information technology can decrease agency costs by enhancing 
operational efficiency, speeding up customer response times, boosting productivity, 
enhancing transparency and accountability, and enabling company owners to more 
precisely oversee managers' performance and reduce the risk of managerial abuse of 
power (Laudon, 2018).  
 
This study's second alternative hypothesis (H2) investigated the impact of intellectual 
capital on firm value. As such, it can be concluded that the accepted H2 hypotheses 
impacted firm value. The findings corroborate the studies conducted (Susanti et al., 
2021; Xu & Liu, 2020). Greater intellectual capital leads to increased financial 
performance (Inriana & Zulfikar, 2022; Syariati et al., 2018; Zehri et al., 2012). An 
organization proficient in managing its intellectual capital will prolong the company's 
longevity (Wernerfelt, 1984). It aligns with the resource-based paradigm, asserting that 
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organizations possessing valuable resources can gain a competitive edge and accomplish 
long-term objectives. 
 
The test results indicated that human capital efficiency (HCE) had an impact on firm 
value, supporting the H2a hypothesis. The test results confirmed Mehri et al. (2013) 
study, as corroborated by Nassar (2018) and Ozkan et al. (2017), indicating that HCE 
positively impacted business financial performance. High customer engagement is 
achieved through a strong customer-company relationship, which is facilitated by 
trained and competent personnel who excel in manufacturing and delivering goods and 
services (Rini & Boedi, 2016). 
 
The test results for the H2b hypothesis indicated that structural capital efficiency (SCE) 
did not impact firm value. This test's results contradict the findings of Kurfi et al. (2017), 
Nassar (2018), and Soriya and Narwal (2015), which suggested that SCE has a beneficial 
effect on firm value. This is evidenced by the fact that the adoption of technology and 
digital transformation has not been fully maximized. As a result, bank skimming remains 
a phenomenon, which means that customer security in transactions is still not entirely 
safe. 
 
The test results for the H2c hypothesis revealed that relational capital efficiency (RCE) 
also did not impact firm value. This test's results contradict the findings of Ulum et al. 
(2014). The results confirmed (Chen et al., 2005; Hejase et al., 2016; Hsu & Sabherwal, 
2012). The corporation is seen to be unable to effectively handle business partnerships 
or collaborations that could be mutually beneficial, thereby hindering the enhancement 
of its financial performance, firm value, and worth.  
 
Lastly, the test results for the H2d hypothesis indicated that capital employee efficiency 
(CEE) had a positive effect on firm value, which was supported. The test results 
corroborated previous studies by Anggara, I, and Wiksuana (2018), Girma (2017), and 
Isanzu (2016), indicating that CEE positively influenced firm value. CEE is a metric 
designed for every unit of physical capital. Pulic posits that if one unit of employed 
capital generates a higher return than another company, the company is more proficient 
in utilizing its physical assets (A Pulic, 1998). One investment in CEE that can be made is 
by budgeting funds for education and training for employees so that they can develop 
the knowledge and skills they possess (Nurhayati, 2017). 
 

 
Conclusion 

 
Based on the analysis and discussion presented, it has been found that the strategic use 
of information technology investment can transform a bank’s business system, leading 
to increased efficiency. This includes faster response times to customer requests, 
enhanced productivity, greater transparency, and improved accountability. Additionally, 
it enables company owners to better monitor managers and reduce potential misuse of 
power (Laudon, 2018; Thuy & Nguyen, 2021). Lower operating costs resulting from 
these improvements will enhance financial performance. This improved performance 
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provides positive signals to investors through attractive stock prices. The findings of this 
study support signaling theory in addressing conflicts of interest among owners, 
management, and stakeholders.  
 
In practice, the implications of this research can provide information to investors as one 
of their considerations in determining investment decisions, avoiding the possibility of 
adverse investments. The Board of Commissioners can be involved in enhancing the 
supervision of IT investments, encourage banks to consider the right type of banking 
based on market conditions and company characteristics, encourage banking to 
innovate in the use of information technology, and introduce new products that can 
meet the needs of customers. For regulators, the results of this study could be 
considered in regulating information technology investments. This is to detect the risks 
that may jeopardize performance and establish appropriate measures to address those 
risks. 
 
This research has certain limitations that create opportunities for further research. First, 
this research was limited to the financial statements presented by the company, so 
some necessary data were not available. Second, this research was limited to banking in 
Indonesia, so the samples used were also limited, and there was no comparison. Hence, 
further research is expected to extend the research to other countries. In addition, the 
variable of good corporate governance can be added so that it can determine the impact 
of corporate management mechanisms on different aspects of intellectual capital. 
Finally, macroeconomic factors linked to fiscal policy will directly affect banking credit 
distribution patterns and result in different performance patterns. 
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