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Abstract 

Cats are one of the most popular pets because of their friendly and adorable nature. 

Along with the increasing cat population in Indonesia and the variety of breeds, cat breed 

identification is a challenge in itself, especially for cat lovers to the animal conservation 

community. This research aims to develop an image-based cat breed classification system 

using transfer learning method with MobileNetV2 Convolutional Neural Network (CNN) 

model. This model was chosen because of its ability to produce high accuracy with good 

computational efficiency, making it suitable for use on devices with limited resources. The 

dataset used consists of 13,000 training images and 3,250 testing images of 13 cat breeds. 

The model training process was carried out up to 50 epochs with the addition of fine-tuning 

for 10 epochs, after previously terminating the process at the 60th epoch, resulting in a 

validation accuracy of 98.67%. Model performance testing also showed high average 

results of evaluation metrics, namely precision of 91.38%, recall of 91.39%, and F1-score 

of 91.33%. Based on these results, it can be concluded that the application of MobileNetV2 

transfer learning is able to classify cat breeds accurately and efficiently. The website made 

makes it easy for users to recognize cat breeds by simply uploading images, making it very 

useful for the general public, professionals, and cat enthusiasts. 

 

Keywords: CNN, Cat Breed Classification, Confusion Matrix, MobileNetV2, Transfer 
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1. Introduction 

Cats are carnivorous mammals that belong to the Felidae family with the scientific name 

Felis silvestris catus or Felis catus. These land mammals generally coexist with humans as 

pets, although not a few live wild in nature[1]. Cats are one of the most popular pets because 

they are cute, adorable, and able to create emotional bonds with their owners. It is not 

uncommon for cats to be considered as part of the family by most people. Based on data, 

the cat ownership rate in Indonesia reaches 37%, much higher than dog ownership which 

is only 16%[2][3]. The growth of the cat population in Indonesia has also increased 

significantly. According to the President Director of PT Uni-Charm Indonesia, the pet cat 

population increased by 129% from 2017 to 2021[4]. Cats are capable of reproducing three 

to four times a year. This can cause the cat population to increase rapidly[5]. Various cat 

breeds such as Persian, Maine Coon, Siamese, Ragdoll, and others are usually bred in 

authorized breeding facilities. However, purebred cats make up only about 1% of the entire 

cat population in the world, while the rest are mixed-breed cats such as domestic or feral 
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cats[1]. With such a large variety of breeds, the challenge facing society is to accurately 

recognize the type of cat breed, especially for those involved in the fields of breed 

maintenance, animal health, and preservation[4]. To overcome these challenges, Deep 

Learning-based image recognition technology is one potential solution. Convolutional 

Neural network (CNN) methods have proven to be reliable in image classification and 

pattern recognition[6][7]. By utilizing transfer learning models such as MobileNetV2, 

systems can be developed to detect cat breeds more efficiently and accurately[8][9]. 

Transfer learning is a method in machine learning that utilizes pre-trained models to solve 

new tasks with similar characteristics[10][11]. With transfer learning, the model training 

process becomes faster and more efficient, as the model has already "learned" common 

features from previous datasets[12]. There are two main approaches in transfer learning, 

namely Fine Tuning and Feature Extraction[13][14]. This research aims to implement 

transfer learning technology using MobileNetV2 to detect 13 popular cat breeds in 

Indonesia, namely American Shorthair, Bengal, Bombay, British Shorthair, Himalayan, 

Maine Coon, Manx, Persian, Ragdoll, Russian Blue, Scottish Fold, Siamese, and Sphynx. 

This system is designed to be web-based so that it can be easily accessed by the cat lover 

community, veterinarians, and related agencies. It is hoped that this technology can help in 

the preservation, maintenance, and automatic identification of cat breeds. 

 

2. Method 

This research uses a quantitative experimental approach with the aim of developing 

an image-based cat breed classification system using transfer learning with 

MobileNetV2 architecture integrated into a web application. 

 

2.1 Data Collection and Processing 

At this stage, data collection and processing are carried out which will be used to train 

the transfer learning model related to research and website development, namely: 

1. Data Type: Images of 13 popular cat breeds in Indonesia, namely: American 

Shorthair, Bengal, Bombay, British Shorthair, Himalayan, Maine Coon, Manx, 

Persian, Ragdoll, Russian Blue, Scottish Fold, Siamese, and Sphynx. 

2. Data Source: Dataset obtained from the Kaggle website with the keyword "Cat 

breeds". 

3. Data Processing: The dataset that has been obtained is then divided into train and 

validation sets, with a ratio of 80:20. 

 

3. Results and Discussion 

3.1 Input Layer 

Input layer is the first layer in modeling which functions to receive input data in the form 

of images. The images used in this study have standard dimensions of 224x224x3 pixels 

with 3 color channels (RGB). The input and output values of this layer are 224x224 with 

matrix values [-1,0,1]. This size matches the requirements of the MobileNetV2 model, 

which is at the core of the architecture[15]. 

3.2 MobileNetV2 

MobileNetV2 MobileNetV2 is one of the CNN models available on the hard with high 

accuracy. MobileNetV2 is a variant of neural network architecture designed with a focus 

on computational efficiency and speed, especially for devices with limited resources. 

MobileNetV2 is very suitable for use on mobile devices due to the very small model size 
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and low latency rate[16][17]. The convolution layer in MobileNetV2 uses a filter thickness 

that is adjusted to the thickness of the input image. MobileNetV2 implements depthwise 

convolution, pointwise convolution, linear bottlenecks, and shortcut connections between 

bottlenecks to improve the efficiency and performance of the model in processing 

data[18][19]. 

 

Figure 1. MobileNetV2 Pretrained Transfer Learning Architecture Diagram (Source: 

Nafisa et al., 2023) 

 

3.3 Convolution Layer 

Convolutional layer is an image manipulation process using an external mask or 

subwindow to generate a new image by changing the image dimensions through 

convolution operation. This process aims to extract important features from the image such 

as edge detection, color characteristics, gradient orientation, and other features carried out 

through the encoding process[20][21]. After adding the MobileNetV2 model, the next step 

is convolution. At this stage, convolution uses 32 filters, with a 3x3 kernel size, padding 

same (0), ReLu activation function, and stride 1. After adding the MobileNetV2 model, the 

next step is convolution. At this stage, convolution uses 32 filters, with a 3x3 kernel size, 

padding same (0), ReLu activation function, and stride 1. 

 

Figure 2. Convolution process (Source: Peryanto et al., 2020) 

The spatial dimension of the output of the convolution process can be calculated 

using the following equation (1): 
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(𝑁−𝐹+2𝑃)

𝑆
+ 1                                                                                   (1) 

N= The spatial dimensions (height H1 and width W1) of the input image. 

F= The spatial size of the filter (e.g., 3x3). 

P= The amount of padding, usually zero for "valid" or can use a larger padding for "same". 

S= The number of filter shifts in each calculation process (stride). 

The total convolutional calculation with negative results is converted to 0 using 

ReLu. The ReLu (rectified linear unit) function is a non-linear function where the 

activation of neurons is not done simultaneously, and only when the output of the 

linear transformation is zero[22]. In use, the ReLu function is written using equation 

(2): 

f (x) = max(0,x)                                                                                          (2) 

x= Input data value, 

f(x)= The output of the ReLu function which produces values in the form of 0 and 1. This 

process is done repeatedly for each image using 32 different types of filters, so that the 

output of this convolution stage produces various feature maps. 

3.4 Max Pooling 

Max pooling is a layer that takes the feature map of the convolutional layer as input to 

reduce the spatial size, thus reducing the computational resources required in data 

processing[23]. Pooling consists of two main types, namely max pooling and average 

pooling[21][24]. The result of the convolution stage will be used as input to max pooling. 

In this stage, max pooling is used with a 2x2 kernel size, stride 2, which receives the output 

from the convolution stage. 

3.5 Dropout Layer 

Dropout serves to reduce the complexity of the model that has been built by 

ignoring some neurons that are not used during the training process[21]. 

3.6 Flatten Layer 

Flattening, also known as the streamlining stage, serves to convert the output of 

max pooling into a vector[25][26]. Flatten is a stage that converts the matrix into a 

one-dimensional vector form. The output of the dropout layer will produce a new 

vector. The result of this stage is a one-dimensional vector which is then used as input 

to the fully connected layer (dense)[25][27].  

3.7 Fully Connected Layer 

The output of the flatten layer stage is a one-dimensional vector that will be input 

at this stage[21]. The final stage of the CNN model created is a dense layer with a 

softmax activation function. This process can be calculated using equations (3)(4)(5).  

The final stage of the CNN model built is a dense layer with a SoftMax activation 

function. The following is the calculation of each hidden layer . 

∑ 𝐼1 ∗𝑁
𝑖=1 𝑣𝑖𝑗 = 𝐽𝑖                                                                         (3) 

∑ 𝐽1 ∗𝑁
𝑖=1 𝑤𝑖𝑗 = 𝐻𝑖                                                               (4) 
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∑ 𝐻1 ∗𝑁
𝑖=1 𝑥𝑖𝑗 = 𝑂𝑖                                                               (5) 

The results of the above calculations will produce a value as a hidden layer, the 

next step is the calculation of softmax. The softmax function is written using equation 

(6). 

𝑒𝑂𝑖

∑ 𝑒
𝑂𝑗𝑛

𝑗=1

                                                        (6) 

So the results of the above calculations produce a greater probability weight which 

means that the input image is successfully predicted correctly.  

 

Figure 1. Illustration of Dense and Softmax Processes 

3.8 Model Validation Testing 

Model validation testing includes several aspects such as the number of epochs, 

the level of accuracy, and how long it takes (time) to train the model every 10 epochs.  

Table 1. Model Validation Testing 

Epoch Accuracy Time 

10 79,19% 25 minutes and 13 seconds 

20 82,42% 49 minutes and 12 seconds 

30 85,06% 77 minutes and 14 seconds 

40 86,22% 105 minutes and 53 seconds 

50 87,31% 127 minutes and 34 seconds 

60 
 

 RUNTIME DISCONNECT 
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In Table 1 above, it can be concluded that there is an increase in the amount of 

accuracy and the amount of time required for every 10 epochs and at epoch 60 there 

is a runtime disconnection which results in stopping the model training process, so 

that the successful model at epoch 50 can be used for the fine-tuning stage using epoch 

10. 

3.9 Model Validation Testing Results 

The model that has been trained in the previous stage is then tested to evaluate its 

performance. Measurement of model performance after the training stage uses 

Confusion Matrix. Confusion Matrix is a commonly used technique to calculate the 

level of accuracy in data mining[28]. This technique serves as a visual assessment 

instrument utilized in machine learning. Model performance measurement using 

Confusion Matrix is as follows[29]: Accuracy represents the proportion of correct 

predictions made by the model relative to the total number of test samples. 

Accuracy = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
  (7) 

Precision refers to the proportion of true positive predictions compared to the total number 

of positive predictions produced by the model. 

Precision = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓
      (8) 

Recall is defined as the proportion of true positive predictions to the total number of actual 

positive instances in the dataset. 

Recall = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
      (9) 

Furthermore, the F1-Score value is calculated as a weighted average between Precision and 

Recall[25][29][30]. 

F1-Score =2* 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
       (10) 

 

Figure 2. Confusion Matrix 
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Table 2. Confusion Matrix Calculation Results 

No Name Accuracy  Precision   Recall   F1-Score   

1 American Shorthair 98,06% 81,60% 92,31% 86,62% 

2 Bengal 99,42% 96,80% 95,65% 96,22% 

3 Bombay 99,51% 94,00% 99,58% 96,71% 

4 British Shorthair 97,94% 87,20% 86,17% 86,68% 

5 Himalayan 97,08% 78,40% 82,70% 80,49% 

6 Maine Coon 99,02% 94,80% 92,58% 93,68% 

7 Manx 98,95% 95,20% 91,54% 93,33% 

8 Persian 98,15% 89,60% 86,82% 88,19% 

9 Ragdoll 97,78% 83,60% 87,08% 85,31% 

10 Russian Blue 98,95% 94,40% 92,19% 93,28% 

11 Scottish Fold 99,05% 98,00% 90,41% 94,05% 

12 Siamese 99,02% 94,80% 92,58% 93,68% 

13 Sphynx 99,85% 99,60% 98,42% 99,01% 

Average 98,67% 91,38% 91,39% 91,33% 

Based on the data presented in Table 2, it can be inferred that the CNN model 

demonstrates a high level of performance. The model achieves an average accuracy 

of 98.67%, indicating its effectiveness in correctly classifying data. Precision, which 

reflects the accuracy of positive predictions, attains an average of 91.38%. Recall, 

measuring the model’s ability to identify relevant instances, reaches an average of 

91.39%. Lastly, the F1-Score, which balances Precision and Recall, shows an average 

value of 91.33%. 

  

 

Figure 3. Fine Tuning Model Graph 

Figure 5 illustrates the fine-tuning results after 10 epochs. The Fine-Tuning 

Accuracy graph indicates an improvement, with Training Accuracy rising from 83% 

and Validation Accuracy from 92%. Concurrently, the Fine-Tuning Loss graph 

demonstrates a reduction, as Training Loss decreased from 49% and Validation Loss 

from 25%. 

3.10 Model Validation Testing Conclusion 

Based on the results of model validation testing that has been carried out, it can be 

concluded that for training the MobileNetV2 transfer learning model with training 

data as many as 13,000 images and test data as many as 3,250 images from 13 classes 

can use epoch 50 and can be Fine-Tuned using epoch 10 resulting in accuracy at 

98.67% and seen in the model graph shows an increase in percentage for Validation 
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Accuracy starting from 92% and a decrease in percentage for Validation Loss starting 

from 25%. 

Software Implementation 

The steps taken in this stage include: 

1. The system was created using the python programming language and is 

hosted using Streamlit via Github. 

2. The MobileNetV2 transfer learning model was pre-trained with a dataset 

consisting of 13,000 images for training data and 3,250 images for test data 

taken from Kaggle. 

Implementation Environment 

The implementation environment of this website includes two main aspects, 

namely hardware and software. The specifications of the implementation environment 

are as follows: 

a. Hardware, among others: 

Prosesor  : AMD Ryzen 3 3250U 

Memory  : 12288MB RAM 

b. Software, including:  

Operating System : Windows 11 Home 

Tools  : Visual Studio Code, Web Browser Google Chrome,  

  Github, Streamlit 

1. Implementation Results 

The main feature of this system is the application of the (CNN) method to detect 

cat breeds. By using CNN, the system can accurately detect cat breeds provided or 

uploaded by users. The system is supported with various image formats ranging from 

PNG, JPEG, JPG, to WEBP which allows users to upload cat images with various 

formats. By utilizing the CNN method, the system can provide cat breed classification 

results, showing both the detected breed types and the accuracy level of the provided 

images compared to what the system identifies. This is useful for determining the 

breed of a cat you own or one you'd like to identify. 

 

4. Conclusion 

Based on the research and testing conducted, it can be concluded that the application of 

transfer learning using the MobileNetV2 architecture for cat breed classification through a 

web-based CNN system has been successfully implemented. The validation results from 

training the model with 13.000 training images and 3.250 testing images across 13 cat breed 

categories demonstrated a consistent improvement in accuracy and training duration every 

10 epochs. However, the training process was interrupted at epoch 60 due to a runtime 

disconnection. The model that was successfully trained up to epoch 50 was then fine-tuned 

for an additional 10 epochs, resulting in a validation accuracy of 98.67%. The performance 

graph indicated an upward trend in validation accuracy starting from 92%, along with a 

reduction in validation loss beginning at 25%. The MobileNetV2-based CNN model proved 

effective in recognizing cat breeds from images accurately and efficiently. Through this 

web-based application, users such as cat enthusiasts, veterinarians, or the general public 

can independently identify cat breeds with a high degree of accuracy. While the 

implementation of MobileNetV2-based transfer learning for cat breed classification 

through a CNN algorithm on a web platform has produced promising outcomes, several 
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areas for improvement remain to enhance its overall performance and functionality. One 

key recommendation is to expand the variety of cat breeds recognized by the model, 

allowing for a broader and more comprehensive classification capability. Additionally, 

enriching the website with supplementary features—such as detailed information and 

representative images for each breed—would improve the user experience and educational 

value. Lastly, migrating the system to a premium hosting service could offer better storage 

capacity and performance scalability. By incorporating these improvements, the cat breed 

detection platform can become more robust, informative, and capable of serving a wider 

audience. 
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