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Abstract – Diabetes Mellitus (DM) is a major global health concern, responsible for 6.7 million 

deaths in 2021, equivalent to one death every five seconds. In Indonesia, it was the third leading 

cause of death in 2019, with a mortality rate of approximately 57.42 per 100,000 people. This study 

focuses on developing a diabetes prediction model using machine learning, aiming for an accuracy 

of at least 85%, and incorporates a chatbot-based system to identify potential diabetes in women. 

The research utilizes primary data, including glucose levels, blood pressure, body mass index, and 

age, as well as secondary data, such as pregnancy-related metrics, from the UCI Pima Indians 

Diabetes Database, which contains 768 records with eight attributes.  The study evaluates the 

performance of three machine learning algorithms: Decision Tree, Logistic Regression, and Random 

Forest, using metrics such as accuracy, precision, recall, and F1-score. Among these models, the 

Decision Tree demonstrates excellent performance for Class 0, with precision, recall, and F1-score 

all at 0.97. However, its performance for Class 1, while decent, leaves room for improvement, 

achieving a precision of 0.80 and a recall of 0.84, resulting in an F1-score of 0.82. Logistic 

Regression also performs well for Class 0, with a precision of 0.95 and a recall of 0.99, yielding an 

F1-score of 0.97. Yet, it struggles with Class 1, where its precision is high at 0.93, but its recall drops 

significantly to 0.68, producing an F1-score of 0.79. Lastly, Random Forest emerges as the best-

performing model overall, achieving an accuracy of 0.96. It excels for Class 0, with a precision of 

0.96 and a recall of 0.99, leading to an F1-score of 0.97. For Class 1, it maintains high precision 

(0.93) but exhibits moderate recall (0.74), resulting in an F1-score of 0.82. 
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I. Introduction 

Diabetes Mellitus (DM) is a significant global 

health concern, with a marked increase in incidence 

and mortality. The International Diabetes Federation 

reported that in 2021, diabetes was responsible for 

6.7 million deaths worldwide, equating to one death 

every five seconds[1], [2]. In Indonesia, diabetes was 

the third leading cause of death in 2019, with a 

mortality rate of approximately 57.42 per 100,000 

people[3]. DM is classified into two types: Type 1, 

which is autoimmune in nature, and Type 2, 

primarily linked to unhealthy lifestyles[4][5]. 

The rising number of diabetes cases is 

exacerbated by insufficient public awareness and 

understanding of early detection[6]. According to the 

Riskesdas 2018 survey, the prevalence of diabetes 

among women, diagnosed by a doctor, was 1.78%, 

with a confidence interval of 1.73 - 1.84[7]. The 

detection and management of diabetes remain 

challenging [8], particularly due to the inefficiency 

and potential errors associated with manual data 

processing, as well as the high costs of diagnosis and 

treatment. 

To address these challenges, there is a need for 

predictive models to facilitate early screening and 

detection of diabetes. This study aims to develop a 

machine learning-based prediction model for 

diabetes, targeting an accuracy of at least 85%. 

Additionally, the research seeks to implement a 

chatbot-based prediction tool specifically for 

identifying diabetes risk in women. Utilizing 

machine learning techniques, including Decision 

Tree, Logistic Regression, and Random Forest 

algorithms, this study processes both primary and 
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secondary data from the UCI Pima Indians Diabetes 

Database. The goal is to evaluate and compare the 

performance of these algorithms to develop an 

effective predictive model accessible via a chatbot, 

enhancing early detection and management of 

diabetes. 

II. Research Method 

The research process outlined in this paper can be 

illustrated visually in Fig.1.  

 

 

 

Fig.1. Flow of the methodology 

II.1. Dataset 

Primary dataset used for training was collected 

directly from 134 subjects, including features such as 

glucose levels, blood pressure, body mass index 

(BMI), and age. The inclusion criteria for 

participants in this study were women between the 

ages of 21 and 80. Additionally, a secondary dataset 

was sourced from the UCI Pima Indians Diabetes 

Database. This dataset consists of 768 samples and 

includes 9 attributes: Pregnancies, Glucose, Blood 

Pressure, Skin Thickness, Insulin, BMI, Diabetes 

Pedigree Function, Age, and Outcome.. 

II.2. Preprocessing 

The raw data loaded from the CSV files 

(`data_uji.csv` and `diabetes.csv`) undergoes an 

essential preprocessing step to select specific 

columns deemed relevant for analysis. The selected 

columns, namely `Glucose`, `BloodPressure`, 

`BMI`, and ̀ Age`, are designated as features that will 

serve as the input variables for the machine learning 

models. Additionally, the `Outcome` column is 

separated as the target label, representing the 

classification results that the models aim to predict. 

This step ensures that the data is structured in a 

format suitable for machine learning workflows, 

focusing only on the relevant information to optimize 

the training and evaluation processes. By isolating 

features and labels, the preprocessing lays a 

foundation for effective model development, 

facilitating tasks such as training, validation, and 

performance assessment. 

II.3. Learning Model 

The progress on learning models involves the 

development and evaluation of three machine 

learning algorithms: Decision Tree, Logistic 

Regression, and Random Forest. These models are 

carefully defined and initialized with specific 

configurations to suit the data and ensure 

reproducibility, such as setting the random state and 

adjusting parameters like the maximum number of 

iterations for Logistic Regression. To assess their 

performance, the models are evaluated using 

Stratified K-Fold cross-validation, a robust 

technique that splits the training data into multiple 

folds while maintaining the class distribution across 

splits. This ensures that each model is tested on 

diverse subsets of data, reducing bias and variance in 

the evaluation process. The performance of the 

models is analyzed through various classification 

metrics, including precision, recall, and F1-score, as 

detailed in classification reports for each class (Class 

0 and Class 1). Additionally, confusion matrices are 

generated to provide a comprehensive understanding 

of the models' ability to correctly classify outcomes, 

visualizing true positives, true negatives, false 

positives, and false negatives. These matrices are 

presented using heatmaps, which enhance 

interpretability and highlight areas where the models 

excel or require improvement. By combining robust 

cross-validation techniques, detailed metrics, and 

visual analysis, the progress establishes a strong 
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foundation for selecting the most suitable algorithm 

to predict diabetes outcomes accurately. 

III. Results and Discussion 

As previously discussed, the performance of each 

classification model is evaluated by comparing key 

metrics such as accuracy and precission for class 0 

and class 1.  

III.1. Decision Tree Result Analysis 

The performance of the Decision Tree model is 

evaluated using classification metrics, revealing high 

overall accuracy at 95%. 

 

 

Fig.2. Classification report of Decision Tree 

 

For Class 0, which represents the majority class, 

the model demonstrates excellent precision, recall, 

and F1-score, all at 0.97, indicating its strong ability 

to correctly classify samples from this class. In 

contrast, the metrics for Class 1, the minority class, 

are lower, with precision at 0.80, recall at 0.84, and 

an F1-score of 0.82. This suggests that while the 

model performs well in identifying most instances of 

Class 1 (high recall), it occasionally misclassifies 

instances as Class 1 when they belong to Class 0 

(lower precision). The macro average, which 

provides an unweighted mean of the metrics across 

both classes, reflects a balanced view of performance 

at 0.89 for precision, recall, and F1-score. However, 

the weighted average, which accounts for class 

imbalance, aligns closely with the overall accuracy, 

showing strong performance metrics of 0.95 across 

precision, recall, and F1-score. This highlights that 

the model is heavily influenced by the majority class 

(Class 0), performing exceptionally well for it while 

slightly underperforming for the minority class 

(Class 1). 

 

Fig.3. Confussion matrix of Decision Tree 

 

The confusion matrix for the Decision Tree model 

illustrates the relationship between the true labels 

and the predicted labels, providing insight into the 

model's classification performance. The model 

correctly classifies 111 instances of Class 0 as Class 

0, demonstrating its strong ability to identify the 

majority class with a high degree of accuracy. 

Additionally, it correctly identifies 16 instances of 

Class 1 as Class 1, showcasing reasonable 

performance for the minority class. However, there 

are 4 instances of Class 0 that are misclassified as 

Class 1, indicating some errors in precision for the 

majority class. Similarly, 3 instances of Class 1 are 

incorrectly predicted as Class 0, reflecting a slight 

limitation in the model's sensitivity toward the 

minority class. Despite these misclassifications, the 

model exhibits strong overall performance, excelling 

in accurately predicting the majority class while 

maintaining a good balance in identifying the 

minority class. The confusion matrix highlights both 

the model's strengths and areas for potential 

improvement, particularly in enhancing its 

sensitivity to the minority class. 

III.2. Random Forest Result Analysis 

The performance of the Random Forest model, as 

reflected in the classification report, demonstrates 

high overall accuracy at 96%.  
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Fig.4. Classification report of Random Forest 

 

For Class 0, which constitutes the majority class, 

the model achieves exceptional performance, with a 

precision of 0.96, a recall of 0.99, and an F1-score of 

0.97. This indicates that the model is highly effective 

at correctly identifying Class 0 instances while 

minimizing false positives. For Class 1, which 

represents the minority class, the model achieves a 

precision of 0.93, showing its capability to accurately 

classify most instances predicted as Class 1. 

However, the recall for Class 1 is lower at 0.74, 

suggesting that the model struggles to identify some 

true instances of Class 1, resulting in a moderate F1-

score of 0.82. The macro average, which provides an 

unweighted mean of precision, recall, and F1-scores 

across both classes, highlights a slight imbalance, 

with a recall of 0.86 compared to a higher precision 

of 0.95. The weighted average, which accounts for 

the class distribution, aligns closely with the overall 

accuracy, maintaining strong performance metrics of 

0.95 for precision, recall, and F1-score. These results 

indicate that the Random Forest model excels in 

handling the majority class but has some limitations 

in detecting the minority class. While the model 

achieves robust overall performance, improvements 

in recall for Class 1 could enhance its ability to 

correctly identify minority class instances, ensuring 

more balanced predictions. 

 

 

Fig.5. Classification report of Random Forest 

 

The confusion matrix for the Random Forest 

model provides a detailed breakdown of the model's 

classification performance. It shows that 114 

instances of Class 0 are correctly classified as Class 

0, with only 1 instance misclassified as Class 1. This 

demonstrates the model's strong precision and recall 

for the majority class, reflecting its effectiveness in 

minimizing errors for Class 0 predictions. For Class 

1, the model correctly classifies 14 instances as Class 

1, but 5 instances are misclassified as Class 0. This 

indicates a limitation in the model's ability to detect 

all instances of the minority class, leading to a lower 

recall for Class 1. 

Overall, the confusion matrix highlights that the 

model performs exceptionally well for the majority 

class while showing moderate performance for the 

minority class. The imbalance in misclassification 

rates suggests the model is more confident and 

accurate in identifying Class 0 but could benefit from 

improvements in its sensitivity toward Class 1. This 

analysis aligns with the classification report, which 

indicates high precision but relatively lower recall 

for Class 1, emphasizing the need for potential 

adjustments to better balance predictions across both 

classes. 

III.3. Logistic Regression Result Analysis 

The performance of the Logistic Regression 

model, as shown in the classification report, 

demonstrates high overall accuracy at 95%. 

 

 

Fig.6. Classification report of Logistic Regression 

 

For Class 0, the majority class, the model 

performs exceptionally well, achieving a precision of 

0.95, a recall of 0.99, and an F1-score of 0.97. This 

indicates that the model is highly effective at 

correctly identifying Class 0 instances, with very few 

false positives and almost no false negatives. For 

Class 1, the minority class, the model achieves a 

precision of 0.93, indicating that it classifies most 

instances predicted as Class 1 accurately. However, 

the recall for Class 1 is lower at 0.68, suggesting that 

the model struggles to correctly identify many true 

instances of Class 1, which results in a lower F1-

score of 0.79. The macro average, which provides an 

unweighted mean of precision, recall, and F1-scores 

across both classes, shows a slight imbalance, with a 
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recall of 0.84 compared to a higher precision of 0.94. 

The weighted average, which takes class distribution 

into account, closely aligns with the overall 

accuracy, maintaining strong performance metrics of 

0.95 for precision, 0.95 for recall, and 0.94 for F1-

score. These results suggest that the Logistic 

Regression model excels at handling the majority 

class but faces challenges in detecting the minority 

class.  

 

 

Fig.7. Classification report of Logistic Regression 
 

The confusion matrix for the Logistic Regression 

model provides a detailed breakdown of its 

classification performance. It shows that 114 

instances of Class 0 are correctly classified as Class 

0, with only 1 instance misclassified as Class 1. This 

demonstrates the model's strong precision and recall 

for the majority class, reflecting its effectiveness in 

minimizing errors for Class 0 predictions. For Class 

1, the model correctly classifies 13 instances as Class 

1, but 6 instances are misclassified as Class 0. This 

indicates a limitation in the model's ability to detect 

all instances of the minority class, leading to a lower 

recall for Class 1. 

Overall, the confusion matrix highlights that the 

model performs exceptionally well for the majority 

class while showing moderate performance for the 

minority class. The imbalance in misclassification 

rates suggests that the model is more confident and 

accurate in identifying Class 0 but could benefit from 

improvements in its sensitivity toward Class 1. This 

analysis aligns with the classification report, which 

would likely indicate high precision but relatively 

lower recall for Class 1, emphasizing the need for 

potential adjustments, such as rebalancing the dataset 

or modifying the decision threshold, to better balance 

predictions across both classes. 

III.4. Implementation 

At the core of this system lies the high-

performance predictive model, meticulously 

developed and tested to ensure the highest level of 

accuracy. This model forms the basis of the chatbot's 

prediction capabilities, guaranteeing users receive 

dependable and precise results. By incorporating 

advanced normalization techniques alongside a 

robust predictive model, the chatbot offers an 

effective and accessible solution for users seeking 

analytical insights. This method combines technical 

rigor with a focus on user experience, making the 

chatbot a valuable tool for predictive analysis. 

 

The process begins with a login page, providing a 

secure entry point for users to access the system.  

 

 

Fig.8. Login page before user enters the chatbot 
 

Upon logging in, users are asked to provide their 

name, which facilitates a personalized interaction. 

 

 

Fig.9. User asked to enter the name 
 

Next, the system collects specific numerical data 

from the user, which is essential for generating 

predictions. Before the data is processed, a 

normalization step is performed, ensuring that the 
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input values are scaled consistently, thereby 

improving the reliability and accuracy of the 

predictive model. 

 

Fig.10. User asked to enter the name 

 

Once normalized, the data is input into the 

chatbot’s predictive algorithm, which calculates a 

prediction score based on the processed values. This 

score represents the result of the system's analysis. 

To showcase its capabilities, the chatbot offers 

examples with varying input values, demonstrating 

how different data can lead to different prediction 

scores. This structured, user-friendly approach 

emphasizes the chatbot's ability to deliver actionable 

insights effectively. 

IV. Conlcusion 

Based on the analysis of the performance of each 

model, several key conclusions can be drawn 

regarding their strengths and weaknesses in handling 

the given classification task. Each model has 

demonstrated varying levels of effectiveness, 

particularly when it comes to accuracy, precision, 

recall, and the handling of class imbalances, which 

ultimately influence their overall performance and 

suitability for the task at hand. 

(1) Accuracy: The Random Forest model achieves 

the highest overall accuracy at 96%, followed by the 

Decision Tree and Logistic Regression models at 

95%. 

(2) Class 0 (Majority class): All models perform well 

on Class 0, with precision, recall, and F1-scores close 

to 0.97-0.99. However, the Random Forest model 

slightly outperforms the others with a precision of 

0.96 and recall of 0.99. 

(3) Class 1 (Minority class): The Random Forest 

model has the highest precision for Class 1 (0.93), 

but its recall (0.74) is lower than the Decision Tree 

(0.84). The Logistic Regression model has a recall of 

0.68, which is the lowest among the three models. 

(4) Class 1 performance is the area where all models 

face challenges, but the Decision Tree slightly 

outperforms the others in terms of recall. 

(5) Macro Average: The Decision Tree model 

performs best here with balanced precision, 

recall, and F1-scores of 0.89 across both classes, 

indicating a better balance in handling both 

classes equally. 

(6) Weighted Average: The Random Forest model 

comes closest to the overall accuracy, with 

precision, recall, and F1-scores of 0.95, aligning 

well with the overall performance. 

In conclusion, the Random Forest model proves 

to be the most effective choice for this system. With 

an overall accuracy of 96%, it outperforms both the 

Decision Tree and Logistic Regression models. Its 

performance is particularly strong for the majority 

class (Class 0), delivering high precision. While the 

model faces some challenges with the minority class 

(Class 1) in terms of recall, its higher precision for 

this class, combined with its overall strength, 

establishes it as the most robust model. This makes 

the Random Forest model the optimal foundation for 

the chatbot’s predictive capabilities, ensuring 

reliable and accurate results for users. 
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