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Abstract— The growing development in the sensory 

implementation has facilitated that the human activity can be 

used either as a tool for remote control of the device or as a tool 

for sophisticated human behaviour analysis. With the aid of the 

skeleton of the human action input image, the proposed system 

implements a basic but novel process that can only recognize the 

significant joints. A template for an activity recognition system 

is provided in which the reliability of the process of recognition 

and system quality is preserved with a good balance. The 

research presents a condensed method of extraction of features 

from spatial and temporal features of event feeds that are 

further subject to the mechanism of machine learning to 

improve the performance of recognition. The criticalness of the 

proposed study is reflected in the outcomes, which when trained 

using KNN, show higher accuracy performance. The proposed 

system demonstrated 10-15% of memory usage over 532 MB of 

digitized real-time event information with 0.5341 seconds of 

processing time consumption. Therefore on a practical basis, the 

supportability of the proposed system is higher. The outcomes 

are the same for both real-time object flexibility captures and 

static frames as well. 
 Keywords— KNN, Human Activity Recognition, SVM, RHA. 

I. INTRODUCTION 

An RHA aims to recognize, analyze, and predict human 

activity like moving, walking, standing, sleeping, etc [1]. The 

RHA uses RGB data to extract the skeletal joints, depth maps 

and identify human activity [2]. The applications of the RHA 

have widespread in many areas, such as in video surveillance, 

human-computer interaction, military applications, etc [3]. 

The RHA can be performed at different abstraction levels 

where the actions can be of motion, gesture or any activity. 

The motion is an activity of a single person that contains 

different gestures with temporal ordering while the gesture is 

the elementary movement of a human body [4]-[6]. 

The activities in general term include multiple numbers of 

operations (actions or motion) performed by various persons 

(example: Playing cricket, football, working on different 

computers by users). The RHA can be performed by using 

wearable sensors and external devices [7]-[11]. The 

conventional approaches of the RHA systems are fixed with 

the predefined point of interest; hence, the activities are 

dependent on the user interaction of sensors. The common 

example of the external sensor devices is Intelligent-Homes. 

These sensors are meant to recognize complex activities such 

as washing, eating, etc [12]-[15]. 

This extracted information is purely dependent on the 

sensor attached to objects or human and interaction among 

those. But the installing and managing cost of these sensor 

devices is quite high. To tackle these challenges, various 

researches have implemented wearable sensor devices for 

RHA [13]. In this paper wearable sensors, the human activity 

attributes (GPS and accelerometers), environmental 

attributes (humidity and temperature sensors), etc are used. 

This information helps to provide better recognition of 

human activity [15]-[19]. 

The past research studies over RHA has focused on the 

learning as well as recognition of human activities by using 

traditional cameras captured video sequences. These video 

sequences can be encoded with the high texture color 

information, and it helps in image processing. One of the 

most widespread challenges for the researchers is that taking 

pictures three-D motion from common cameras. As human 

things to do are carried out in 3D space, getting access to 3-

D records plays a major function in the activity consciousness 

process. However, the Depth-Map approach is one of the 

high-quality techniques utilizing for a profitable human 

endeavour consciousness system compared with usual 

approaches, a depth-map strategy proven few benefits in the 

context of activity consciousness process. 

 
II. CONCEPT OF RHA SYSTEM 

A. General RHA System 

The sensor(s) play an important role in the detection of 

human activity in traditional RHA [20]–[23]. Figure 1 

demonstrates the cycle of recognition of human activity when 

a movement of the body is received as input. The sensor(s) 

collect the information obtained from the movement of the 

human body, and the recognition engine analyses the data and 

decides the activity type[24]–[29]. 

 

 
 

Fig. 1. General Structure of RHA system 

 

To recognize human activities, a depth sensor is used in 

RHA systems. The depth sensor, in a nutshell, projects 

infrared beams into the scene and detects them using its 
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infrared detector to determine and measure the depth or 

distance of each beam from the sensor.  

Affective approaches reflect human exercises as per an 

individual's affective state and passionate communications. 

Behavioural methods are designed to recognize behavioural 

attributes, multimodal non-verbal signs for example, 

motions, outward appearances, and hear-able signs. The 

phrases "event" and "actions" are typically used in the 

literature interchangeably. Such words were distinguished in 

this survey as the sense that the word "event" is used to 

describe a series of acts that suit specific body movements. 

On the other hand, the word "actions" is used to describe the 

activities and events associated with a single person's 

movements, emotional words, facial expressions, and 

auditory signs. 

 
III. METHODS 

The fundamental methodology used for RHA is to obtain 

the characteristics from the motion aspect of video or image 

sequences to facilitate the prediction of one or more specific 

actions. Nonetheless, one of the larger sets of dependencies 

associated with human activity identification is the method of 

extraction of features. Additional capabilities will always 

improve the recognition of the system's accuracy. Such a 

mechanism for capturing a higher number of features, 

however, will require two potential problems, e.g., i) 

requiring a large amount of processing time and ii) involving 

additional resources. Both of these two points are harmful to 

the computational performance of the system. While good 

progress has been made in research-based techniques related 

to human activity recognition, it is widely ignored to decide 

to pick effective features using a cost-effective computational 

model. Therefore, a system needs to evolve to ensure better 

quality in recognizing the set of features from the given data. 

The major research issues are as follows: 

 

• The prior studies do not illustrate the computational 

difficulties involved with the collection of many features 

from a given human action data. 

• The possibility of minimizing the computational effort of 

the extraction of features using joint attributes in the 

skeleton system has attracted less attention among research 

communities. 

• There is currently a very small number of literatures 

dedicated to the exploration of an effective number of joints 

responsible for human activity recognition. 

• Optimizing the use of depth maps has less research, and 

more research is aimed at applying machine learning to 

provide greater accuracy. 

 

The framework takes an input of image sequences with 

defined standard human actions with the help of analytical 

research methodology. This process is followed by extracting 

the depth map from the data set input image, which is 

resumed to extract the predicted segments on three separate 

x-y-z axis planes. An algorithm is built that uses different 

types of identity-based attributes to test all the joints of the 

depth object skeleton. This method ultimately results in an 

appropriate number of joints responsible for the actual 

detection of the successful capture of the mechanism of 

awareness of human activity. The major contribution of the 

proposed model is that it delivers faster joint processing 

regardless of any selection of movement patterns and does 

not offer any form of dependency on the computation of an 

unnecessary number of joints to recognize effective human 

action. 

 

Fig. 2. Proposed Framework 

 
IV. SYSTEM DESIGN 

Depth cameras have received significant consideration 

from researchers in the vision and robotics community 

because of the financially cost-effective "Kinect." The 

camera depth has two main advantages. Firstly, to recover 

postures and recognize the activity, the depth sensor provides 

information about the 3D image structure. Secondly, the 

depth sensor can sense in darkness. These benefits are used 

from a depth map in interesting research points such as 

human skeleton detection. The skeletons measured from 

maps of depth are accurate and bring benefits to various 

applications, including recognition of actions and gestures. 

Depth map RHA can also be described as a sequence of 

object representation, extraction of features, and 

identification of these activities in its simplest form. 

The proposed RHA takes advantage of the 3-D skeleton 

information provided from the 2.0 SDK Kinect. The Kinect 

2.0 sensor has a high depth-fidelity that enables it to more 

clearly observe the tiny objects, resulting in highly accurate 

3-D object building. The device can control each person's 

number of people and 20 skeletal joints. Figure.4.3 shows the 

skeletal 3-D view joints monitored by the 2.0 sensor Kinect. 

Many implementations move include the proposed RHA. The 

first step is to record and track the entire event process using 

a kinect2.0 sensor through the video sequence. Because 

activity is the cyclic locomotion, it detects the entire cycle of 

activity that provides consistent extraction of features.    

Figure 3 represents the practical implementation process of 

proposed RHA. 

Relative joint angle (RJA) characteristics of various joints 

are measured over the entire operation period during this 

process. The major advantage of using RJA is that the process 

allows invariants to be scaled-up and perceived. Hence, 

motion recognition is not restricted by the constant distance 

from the Kinect or single person moving from the Kinect 

camera to the specific direction. To assess the relevance of 

the particular activity related RJA function, the device 

undergoes statistical analysis, which calculates the relative 
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joint pair angles based on activity movement. Here, systems 

find only the most relative joint angles based on RJA 

measurement and obtain the characteristics of operation. 

Once the feature extraction has been completed, the system 

continues to the classification process (i.e., FITCECOS), 

which is SVM's "Match multiclass classification models." 

The proposed RHA considers the collection of most 

appropriate RJA sequences from both training and testing 

data samples as parameters and assesses the non-similarity 

characteristics between them. The major advantage of the 

proposed RHA is that, due to object walking speed, it can 

validate the variable size RJA sequences initiated in different 

videos of the same person (5 data samples were considered in 

this). Finally, by evaluating skeletal joints, the system 

recognizes the individual. 

 

 

 
 

Fig. 3. Skeletal joints tracked by Kinect sensor 
 

 

Fig. 4. Proposed model obtains various skeletal data streams 

 

V. RESULTS  

The proposed system is applied over various different 

video sequences samples to perform recognition of variable 

human activity. In this section sample video sequence is 

considered to assess the performance and efficiency of the 

proposed system. The programming is carried out for all 

human actions including high arm wave, sidekick, hammer, 

etc. The results of these actions are shown below. The depth 

silhouettes of the various activity offer the activity's shape 

details. The human activity of waving high arm is identified 

in the following Figure 5 in terms of depth silhouettes, and 

significant joints are tracked or marked. The joints are 

represented by a number (1, 2, 3, 20). Similarly, the joints in 

the 3D plane are given for xy, yz, and zx projections 

 

 
Fig. 5. Depth and Projection analysis of the high arm wave activity 

 

The displacement analysis of the high arm wave activity 

against different frame is given in Figure 6. The standard 

deviation of the high arm wave is represented in Figure 7 

where the higher deviation of the displacement is found about 

10. 
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Fig. 6. Displacement at different frame numbers of high arm wave activity. 

 

 

 
Fig. 7. Standard deviation of displacement at high arm wave activity 

 
VI. CONCLUSION 

The combined features of geometry and visual attributes 

may provide a synchronized platform to provide technology 

for the human to machine interaction (HMI). The active 

involvement of the human developed initially many HMI 

based application into the system, but in the future, much 

future vision of the smart, intelligent and ubiquitous 

applications requires the certain context of the humans such 

as their critical activities as an input. The process of finding 

a fast, accurate feature set of coordinates is a very challenging 

task for the accuracy of recognition of the activities. The 

Recognition of Human Activity (RHA) is an open research 

issue as there exists an evolving process in both imaging 

techniques and camera technology. The problem of RHA is 

portrayed as a “Three-level categorization problem,” namely 

1) Action primitives, 2) Actions/activities and 3) Interactions. 

The research study involves the understanding of the various 

approaches of image representation and classifications for 

vision-based activity recognition or human behaviour. 
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