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Abstract—Missing data is one of the most common issues 

encountered in data cleaning process especially when dealing 

with medical dataset. A real collected dataset is prone to be 

incomplete, inconsistent, noisy and redundant due to potential 

reasons such as human errors, instrumental failures, and 

adverse death. Therefore, to accurately deal with incomplete 

data, a sophisticated algorithm is proposed to impute those 

missing values. Many machine learning algorithms have been 

applied to impute missing data with plausible values. However, 

among all machine learning imputation algorithms, KNN 

algorithm has been widely adopted as an imputation for missing 

data due to its robustness and simplicity and it is also a 

promising method to outperform other machine learning 

methods. This paper provides a comprehensive review of 

different imputation techniques used to replace the missing 

data. The goal of the review paper is to bring specific attention 

to potential improvements to existing methods and provide 

readers with a better grasps of imputation technique trends.  

Keywords—Review; Missing Data; Imputation; Machine 

Learning; Healthcare 

I. INTRODUCTION 

Prior to data mining process, data cleaning is an essential 

process to improve efficiency of analyzing data and to ensure 

the quality. One of the major tasks in data cleaning phase is 

to impute missing data. Data cleaning is a process of 

detecting and removing errors and inconsistencies from data 

in order to improve the quality of data [1], [2]. Most 

healthcare datasets were found to be incomplete, which 

double suffers to perform task of medical data mining. This 

is due to the fact that incorrect prediction measures may leads 

to improper medical treatment [3]–[5]. As reported by Yelipe 

and other author, there are seven research issues when 

handling with healthcare datasets, which are imputation of 

missing values, dimensionality, elimination of outliers, 

handling imbalanced datasets, attribute reduction, choice of 

classification approaches, and elimination of outliers [6]–[8]. 

The Figure 1 below shows the seven research problems when 

dealing with medical datasets. 

Imputation of missing data is a mandatory step since any 

analysis of data cannot perform with incomplete dataset. 

Ignoring the step may results to invalid conclusions. Missing 

values contribute in imposing undesirable outcome, 

especially when it leads to biased estimations [10]–[12]. In 

data mining, imputation is a process of replacing missing data 

with plausible values.  

 

Fig. 1. Research problems when dealing with medical datasets [9] 

Although the imputation techniques for missing data has 

been debatable for decades, there are small number of studies 

examining on the quality of the most proposed machine 

learning algorithms to impute missing data. There are several 

practices to deal and address missing data, and techniques of 

imputation missing values can be discovered. One of the 

practices that this paper attempts to discuss is an imputation 

techniques through machine learning algorithms [13]–[15]. A 

proper method of imputing can help to improve the quality of 

datasets for analyzing better healthcare decision. 

The purpose of this paper is to analyze the depth of 

techniques used to impute missing data with the aid of 

machine learning classifiers. Besides, this paper attempts to 

review on the techniques available when dealing with 

missing values with imputation. Specifically, the research 

contribution for this paper are to review articles that deals 

with missing data in healthcare domains and learn the 

imputation techniques trends.  

Next section will be summarizing the related work and 

number of research from primary studies on imputing 

missing data with machine learning classifiers. The rest of the 

paper is organized as follows; section 3 on the methodology 
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used to conduct the SLR; section 4 is describing the 

taxonomy of primary studies collected based on query; 

section 5 and 6 attempt to discuss on the results gathered from 

the primary studies. 

II. RELATED WORK 

Missing values are the most common problem in all field 

area, be no exception to healthcare. In healthcare, the 

presence of missing values can be challenging issues 

especially in supporting healthcare decision [16]. The 

controversy of imputation has been discussed since 1998, 

however, the evolution of imputation with machine learning 

rise after a while especially in healthcare industry domain 

[17]–[20]. As discussed, imputation of missing data can be 

discovered through statistical and machine learning, and both 

carry strength and limitations to deal with it. However, 

evidence shows that statistical techniques of imputing still 

show bias in estimates missing values and far suffer from loss 

of information [21]–[24].  

Numerous studies presented statistical methods to impute 

missing data such as multiple imputation, mean imputation 

and expected maximization [25]–[29]. Nevertheless, these 

methods will not preserve any relationship or association 

between variables in a dataset [30], [31]. Although 

imputation with statistical methods is allowable, it is strongly 

recommended to use any alternative approach that provide 

more accurate parameter estimates. 

Healthcare has produced up to 60 percent of missing 

values, which may inflict to an outcast analysis result and 

real-world decision making. The researchers view this issues 

seriously, where missing values commonly makes the 

knowledge discovery a very difficult task [32], [33]. In the 

paper, the authors presented a model for an imputation for 

any type of missing data using three different algorithms; 

Amelia, FURIA, and MICE. Based on the experiment 

between three algorithms, MICE perform better to impute 

real healthcare dataset [34]–[36].  

In addition, a researcher suggested new concept in 

imputing missing values which requires to cluster all medical 

records without missing values. A rationale reason beyond 

this new approach was imputation will be performed more 

accurate if all similar medical reports were in one cluster [9]. 

Apart from that, the authors highlighted the importance of 

imputation without merely eliminates the missing values in 

medical records. 

An author [37] also suggested three imputation 

classification techniques to assess the performance of 

machine learning classifiers with missing values using 

Bagged Tree imputation (BTI). The adoption of the Bagged 

Tree imputation approach resulted in the highest accuracy for 

all three supervised classifiers such as neural network, 

random forest (RF), and support vector machine (SVM). The 

paper reported that RF has the greatest performance, followed 

by neural network and SVM [38], [39].  

Several significant contributions have been made by [2], 

[40] focused on adopting data mining techniques for 

imputing the missing values. Among three proposed 

techniques such as random forest, decision tree and linear 

regression; the investigation resulted random forest 

outperforms decision tree and linear regression [41].  

 There are many studies discussed on the comparison 

between machine learning classifiers. These researchers 

usually analyze which among proposed algorithms performs 

best in imputing missing values. Authors acknowledged the 

efficiency of machine learning algorithms to impute missing 

values for different domains namely; multilayer perceptron 

(MLP), self-organizing map (SOM), decision tree (DT), K-

nearest neighbors (KNN), FURIA, support vector machine 

(SVM), and K-means [42]. However, among the algorithms 

mentioned, the author investigates five classifiers particularly 

decision tree (DT), KNN, SVM, FURIA, and K-means to 

compare the performance with the traditional statistical 

methods. The results were compared with the most 

commonly used statistical approach to handle missing values 

mean-mode imputation. In the paper, several approaches 

proposed for imputation with machine learning outperforms 

other traditional statistical imputation methods in regard to 

the sensitivity and accuracy [18], [43].  

Another accepted article is a journal entitled “A 

Comparison of Six Methods for Missing Data Imputation” 

[44]. The journal analyzed the performance of six machine 

learning classifiers namely, Mean, K-nearest neighbor 

(KNN), Fuzzy K-means (FKM), singular value 

decomposition (SVD), Bayesian principal component 

analysis (bPCA), multiple imputations by chained equations 

(MICE). This paper demonstrates the imputation approach 

using four real medical datasets such as iris, E. coli, breast 

cancer1, and breast cancer2. 

Another researchers investigate a set of machine learning 

imputation technique in particular naïve bayes, SVM, 

artificial neural network (ANN), KNN, decision trees, MLP, 

and k-means clustering [45]–[51]. The objectives of the paper 

was to assess the prediction of proposed techniques for top 

deadliest diseases [52]. All the machine learning algorithms 

mentioned were evaluated using three criteria namely; 

accuracy, sensitivity and specificity. The result shows that a 

higher evaluation parameter gives a better prediction and 

performance for kidney dialysis. 

III. RESEARCH METHOD 

A Systematic Literature Review (SLR) means of 

identifying, evaluating and interpreting relevant studies to a 

particular question or specific field [53]. The review process 

of this SLR follow closely to a platform named Parsifal 

(https://parsif.al/). Parsifal is a tool to assists researchers on 

conducting three crucial phases of SLR such as review 

planning, conducting, and documenting a report. Parsifal is 

helpful in terms of aiding the review process followed 

Kitchenham and Charters’s procedure [54]. 

A. Research Question 

RQ1: What evidence are there on imputing missing data 

techniques using machine learning algorithms for healthcare 

domain? 

RQ2: Which machine learning algorithms are effective to 

optimize and improve for imputing missing data? 

RQ3: How effective machine learning algorithms in 

imputing missing data? 
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The research questions were formulated with the aid of an 

approach called PICOC (population, interventions, 

comparison, outcomes, and context). 

 

TABLE I.  PICOC TABLE 

PICOC SCOPE 

Population Review of imputation technique for healthcare domain 

Intervention Imputation technique through machine learning 

classifiers 

Comparisons Quality of proposed machine learning classifiers in 

imputing missing data 

Outcomes Optimization of most frequently proposed machine 

learning classifiers 

Context Machine learning imputation techniques 

 

B. Source Selection 

The subject covered in this systematic literature review is 

healthcare. The main steps in selecting relevant source to 

review this paper include screening and filtering. Initially, 

each retrieved paper will be screened out if the articles were 

unrelated and does not provide sufficient information 

regarding imputation technique with machine learning. In the 

second iteration, the remaining paper were filtered by 

removing the duplicates articles, which left with only 536 

articles. Third iteration, all the remaining paper were filtered 

by reading the article’s title and abstract, and irrelevant 

studies were removed based on the inclusion and exclusion 

criteria mentioned as follows. The final iteration were to refer 

and read the full text articles and carefully reviewed. The 

following figure 2, were presenting on the flowchart to select 

the evidences. 

A proper selection of the inclusion and exclusion criteria 

were derived to minimize the concerns of imputation 

approach to only machine learning algorithms. This is due to 

the fact that traditional statistical approach of imputation still 

produce bias in prediction measures. 

 

Fig. 2. Flowchart of Source Selection 

Inclusion Criteria: 

I1: The paper that experimenting on the improvement and 

optimization of proposed machine learning classifiers,  

I2: Paper that published from 2011 to December 2020,  

I3: The paper that describe imputation of missing values 

from only healthcare areas, and 

I4: Paper published at any journal or conference paper. 

Exclusion Criteria: 

E1: The paper that published on imputing missing values 

using statistics approaches or techniques, 

E2: The paper that do not described and written in English, 

and 

E3: The proposed solution are new algorithms which 

composed from their respective domain tools. 

C. Search String 

The search string, which is expressed as a conjunction of 

three parts, was used to search within keywords, title, abstract 

and full text of a publication: 

("Imputation" OR "Impute" OR "Imputing") AND 

("Missing Data" OR "Missing Value" OR "Missing Values") 

AND ("Machine Learning" OR "Machine Learning 

Algorithms" OR "Machine Learning Classifiers" OR "ML"). 

D. Search Strategy 

In order to identify the relevant studies, the key search 

terms detailed in the research questions and PICOC to search 

database. The major indexing databases are Scopus, IEEE 

Xplore, and Web of Science as table 2 below. 

TABLE II.  ONLINE DATABASES 

Resource Name Number of Studies 

Web of Science 27 

IEEE Xplore 328 

ScienceDirect 25 

Scopus 165 

TOTAL 545 

 

The total number of evidences from the first iteration 

captured from all domain areas, which includes healthcare. 

However, after analyzing all papers and organize the 

evidences into healthcare clusters only, we found out that 

only 118 are relevant to be shortlisted.  

The table above aims to summarize and cluster all 

primary studies in order to build a comprehensive taxonomy. 

Taxonomy helps in transforming all 118 evidences into an 

organized manner and discovered that all the retrieved dataset 

can be classified into three groups; performance analysis of 

algorithms in imputation, improvement and optimization of 

imputation techniques, proposed on new methods for 

imputation with machine learning and review articles. A 

further finding is that 60 papers out of 118 was discussing on 

performance analysis between algorithms, 51 papers on 

optimization or improvement of imputation algorithms, 6 

papers for proposing new solution with machine learning and 

1 review paper. All summarization of retrieved papers can be 

found in the taxonomy discussed in the next section. This 

paper that explicitly describe on the taxonomy below will be 

further discussed in the next section. 



Journal of Robotics and Control (JRC) ISSN: 2715-5072 146 

 

Amelia Ritahani Ismail, Systematic Review on Missing Data Imputation Techniques with Machine Learning Algorithms for 

Healthcare 

 

IV. TAXONOMY ANALYSIS 

To further analyze the literature this section provides 

taxonomy, challenges and motivations for missing data 

imputation with machine learning techniques as described in 

Figure 3. This is relevant in finding the gaps of the research 

that have been done. The literatures are further investigated 

imputation techniques based on: 

 Enhancement work done in machine learning 

algorithms: Any literature on improving or 

optimizing for better performance accuracy, which 

will be conversed in Section 4.1. 

 Proposals of new methods or framework: Section 4.2 

will be discussing any suggestion made by authors as 

a new imputation algorithm. 

 Performance analysis: Identify the common 

performance matrices to analyze machine learning 

algorithms performances, which will be discussed in 

Section 4.3. 

 

 

Fig. 3. Taxonomy of primary studies 

A. Enhancement work done in machine learning algorithms 

This category describe works that attempt to improve 

imputation performance by all means, either enhance existing 

algorithms, propose an integrated algorithm, ensemble the 

algorithms or optimize imputation algorithm with an 

optimization algorithm. 

1) Enhancing machine learning algorithms:  

The works fall under this category modified and expanded 

existing machine learning algorithm to enhance the 

performance of an algorithm to impute missing data. Some 

proposed methods were enhanced accordingly to suit with the 

experiment that authors are going to conduct. Authors [55]–

[61] claimed that the enhancing machine learning algorithm 

process provide a better result than the existing algorithms. 

The algorithms that were proposed to be enhanced as 

imputation method are local least squares, fuzzy, and K-

nearest neighbor. [42], [62]–[65] proposed a modify 

approach to estimate the missing values by combining the 

good features found in local least squares (LLS) imputation 

method. Another enhancing algorithm using LLS method 

were based on clustering techniques, and named after CLLS 

impute [63]. However, imputing missing value with LLS 

approach will only lead to iteratively adjusting found solution 

[66]. 

Saha et.al (2016) proposed a modification to the existing 

imputation named as Collaborative Filtering Based on Rough 

Set Theory (CFBRST) which uses fuzzy clustering 

technology to estimates missing values [67]. 

Several evidences had addressed to enhance the 

performance of traditional KNN with different approaches; 

using mutual information (MI) [68]–[71] and bagging 

methods [72]. However, both proposed algorithms 

insufficiently explored by experimenting using different 

weighting approaches and other machine learning methods 

for handling missing data. 

2) Integrating machine learning algorithms:  

These works most likely to observe the imputation 

techniques by augmenting two or more generic machine 

learning algorithms. At this circumstance, integrating 

machine learning algorithms were believe could obtain a 

better imputation performance than what could from any of 

the constituent machine learning algorithms [73].  

Tran et.al proposed a combination of multiple imputation 

and ensemble learning to build an ensemble of classifiers for 

incomplete data classification tasks [74]. While [75] intended 

to ensemble classifiers with multiple imputation based on 

random subspace. Both suggested solutions achieves 

significantly better classification accuracy and perform quite 

well with large rate of missing values although there are 

inconsistent results for the imputed values [76], [77]. 

Nonetheless, two prior works [78] and [79] had done an 

experiment towards ensembles multiple imputation 

approaches with AdaBoost and bootstrapping respectively. 

Both suggested solutions perform slightly better than single 

imputation (mean, median, and KNN imputation) with only 

small percent of missingness ratio. 

3) Optimizing imputation algorithm approach machine 

learning algorithms:  

This category represents works which intended to 

improve the performance of imputation technique with the 

aid of optimization algorithm [80]–[86]. 

[80] had demonstrated a resemblances idea with this 

thesis by optimizing the K-nearest neighbors with 

optimization algorithm. The authors proposed a genetic 

algorithm (GA) to optimize KNN algorithm. The paper 

addressed on the usage of genetic optimization algorithm to 

KNN and investigated the impact of the accuracy of 

prediction missing data. The paper conducted a thorough 

analysis on the proposed algorithm and were further 

compared with the state-of-art method. 

While, Kamiura et.al (2005) generally claim that adopting 

self-organizing maps (SOM) and GA algorithm may 

overcome an issue of missing item values and redundant data. 
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While, Priya et.al (2014) suggested an approach for 

optimizing the SVM imputation algorithm using principal 

component analysis (PCA). One author has developed a 

flexible and efficient algorithm to fill in the missing entries 

from the observed matrix using matrix completion approach 

[87].  

Another famous optimization algorithm that were 

borrowed as an imputation algorithm is particle swarm 

optimization (PSO). Many novel approaches were conducted 

using different state-of-art algorithm such as decision tree 

[88], fuzzy c-means [89], and Bayesian network [90]. 

To sum up this section, the existing research has many 

problems in representing an extensive comparison with other 

similar machine learning methods and optimization 

algorithm for handling missing data. 

B. Proposals of new methods or framework for imputation 

In general, the works represents in this category proposed 

completely new approach of imputation claimed to estimate 

more accurately. Selected studies fall under two 

subcategories: framework designs and modules of methods 

designs. 

1) Framework Designs:  

Prior studies emphasized on proposing new framework 

designs for the purpose of assessing the reliability of specific 

prediction techniques [5], [73]–[76]. Some authors 

highlighted the main objective intending new approach to 

conform to the real-world problem of healthcare conditions.  

Previous work presents a new framework design by 

integrating with other clustering algorithms to overcome the 

limitation of imputation techniques and samples of datasets 

[91]–[96]. The proposed imputation techniques claimed able 

to select appropriate subsets of the most relevant samples for 

better results of imputation value. Plus, the articles argued 

that the methods improve the accuracy in imputing missing 

values. 

A recent study also has explored the issues with missing 

values and develop a new imputation method to maximize the 

accuracy in predicting. This new proposed solution were 

integrated with the best combination to maximize the 

discrimination margin of missing values [97]. 

2) Modules of Methods Designs:  

Several prior articles had reported a new modules of 

methods that believe to estimate accurately and provide a 

better solution to complete microarray missing data [98]–

[101]. 

There is also one study that suggest a new models which 

combine with other imputation modelling to make the 

process very flexible and robust [102]–[104]. By a simulation 

study and a real data analysis, the proposed model improves 

the imputation of missing data and uncertainty prediction 

estimation. 

C. Performance Analysis 

Performance analysis is a process of empirically evaluate 

algorithms to measure a success performance. The majority 

of prior research has emphasized on performance of machine 

learning algorithms to impute missing data. This section is 

divided into two (2) category: evaluation and comparative 

study. 

1) Evaluation Study:  

These research work mostly evaluate the performance of 

missing data imputation algorithms. Mainly, all the machine 

learning algorithms or proposed solution were evaluated 

using three useful parameters such as mean absolute error 

(MAE), mean square error (MSE), root mean square error 

(RMSE), and mean absolute percentage error (MAPE) [105]–

[108]. Generally, these parameters helps in evaluating the 

performance of predicting methods and to measure forecast 

accuracy [109], [110]. However, many of these scheme 

introduced to evaluate these algorithms are limited to 

measure the similarity between actual and imputed data. 

[111], [112] proposed to measure the success of imputed data 

from the perspective of normalized root mean square error 

and classification accuracy [113], [114] Authors also have 

driven the further development of imputation technique and 

evaluate the accuracy with either recall, accuracy, precision, 

F1 score, or receiver operations characteristic (ROC) [115]–

[117]. These parameters are powerful in demonstrating and 

interpreting in order to measure the performance of imputing 

techniques with machine learning [118]–[120]. Despite, these 

evaluation parameters mentioned were not supported by an 

empirical analysis and hypothesis test for missing data 

imputation. 

2) Comparative Study:  

This work compared the performance of one or many 

proposed machine learning algorithms which outperforms 

other approaches and aims better results in imputation. Some 

of the author examined and compared the strength and 

limitations of other solution of imputation with their 

proposed solution algorithms [38], [121]–[125]. Besides, in 

short, a comparative study towards imputation can be 

classified into three categories (1) nature of datasets, (2) 

percentage of missing values, and (3) machine learning 

algorithms. Early studies have also suggested that the 

comparative study of an imputation approach should be based 

on the nature of the datasets [30], [126]. Nature of datasets 

can be referred to the scale of datasets and nature of 

missingness [127], [128]. Many articles agreed to the famous 

discussions by Rubin (1976) regarding the mechanisms of 

missingness. The mechanisms proposed by Rubin (1976) and 

colleagues [129] is highly referred which drawn conclusion 

that it is also highly influenced the selection of imputation 

methods. Three missingness mechanisms are missing 

completely at random (MCAR), missing at random (MAR), 

and missing not at random (MNAR) [130]–[133]. Another 

fundamental concept to consider is the classification of 

missing data towards the missingness mechanism [134]. 

Rubin (1976) is the first to introduce on three missing data 

mechanism in particular, missing completely at random 

(MCAR), missing at random (MAR), and missing not at 

random (MNAR). MCAR can be described when the 

missingness is independent of the observed and missing 

values that is unrelated to the values of any variables [135]. 

MAR means there is a systematic relationship between the 

propensity of missing values and the observed data, the 

missingness is conditionally independent of the missing 

responses. In this case, missingness does not depend on the 

variable of interest, but it could depend on other observed 
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variables. MNAR describe a situation where the propensity 

on both observed and missing data is dependent on the 

variable of interest. MNAR corresponds to all cases that 

neither MCAR nor MAR [136], [137]. An author even 

conclude that nature of dataset have a greater impact on the 

performance of imputation compared to the imputation 

method itself [30]. 

Accordingly, there are works focused on other factor such 

as percentage of missing values in order to compare the 

performance of imputation between algorithms. A 

comparative study was conducted to examine the association 

between performance of imputation and percentage of 

missing values [111], [138]. An experiment was conducted 

repeatedly over different rates of missing value from the 

range of 0% up to 90%. Theories proved that percentage of 

missing values strongly influence the performance of 

imputation [23]. A high percentage of missing values most 

likely to reduce the speed in imputing and imposed the 

imputation techniques. Three prior studies [109], [139] and 

[111] have experimented an imputation performance with 

huge differences of missing value rates, 58-85%, 5-60% and 

0-20% respectively. Unlike [140] attempts to impute 

randomly missing values with small different rates of missing 

values, 1% to 5%. These rates are slightly small to observe 

the influences towards performance of missing values. 

Nonetheless, [141] use the actual percentage of missing 

values to evaluate the imputation performance. 

V. RESULTS AND DISCUSSION 

All data retrieved using the query were demonstrated via 

a graphical presentation as shown in figure 4. The list of 

relevant studies in the bar chart as figure below shows that 

detailed out the number of evidences published by years. 

Fig. 4. Number of articles by years of publication 

The figure above provides an information on the articles 

that were published in regard to imputation techniques with 

machine learning algorithms. The distribution of all 

evidences was collected for 10 years, starting from 2011 to 

July 2020. To date, the highest number of papers published 

on the topic were in 2019. Despite that, the numbers are 

presumed to growth in 2021. Among the ten years of 

publication, the least paper reported was on 2011, with only 

23 papers published. 

A systematic review is a research study that collects and 

looks at multiple studies. This SLR reviewed 118 evidences 

on imputation techniques through machine learning for 

healthcare domains. Most evidence compared their proposed 

solutions outperforms any other traditional machine learning 

approach, where indeed, there is no imputation techniques 

consistently outperforms every other. To conclude, the 

performance of imputation techniques with machine learning 

may be influenced by the nature of dataset instead of the 

techniques itself. 

 

Fig. 5. Frequency of Algorithms for Healthcare domains 

A comparative study on imputation were also 

experimented with various machine learning algorithms. The 

Figure 5 above illustrates the top 10 most used machine 

learning imputation algorithm among 44 algorithms in 

healthcare domain. The implications from these findings 

(figure 4 and 5) shows that KNN were the most frequent 

algorithm used to impute missing values. The fact of this 

matter is KNN claimed to be able to impute with any type and 

scale of a database. An advantage of KNN for an imputation 

routine is it will go through the entire healthcare dataset 

regardless the size of datasets. As the abbreviate meaning of 

KNN, it will find and replace the missing values on the basis 

of it nearest neighbors. The efficiency of this algorithms can 

be seen as it only requires to impute missing value captured 

by its related neighbors over its entire records [142]. Besides, 

in many cases, KNN algorithm outperform the other 

imputation methods namely support vector machine, naïve 

bayes, decision tree, self-organizing maps (SOM) and many 

more [74], [143]–[148]. The second most standout algorithm 

employed as imputation algorithm is Support Vector 

Machine (SVM). Authors [3], [46] described SVM 

imputation algorithm as produces fast, more accurate and 

robust classification results, however, [80] claimed that some 

approaches such as SVM, single value decomposition (SVD), 

and principal component analysis (PCA) are not compatible 

and causing negative effect on data with missing values. 

While [149] discussed on Bayesian limitations which appears 

as improper option in terms of accuracy and sensitive to 

imputation values. Decision tree and random forest were said 

to be shown its demerits in the sense of space limitations and 

low imputation accuracy if the size of a segment is small 

[150]. 

VI. CONCLUSION 

Missing data is a universal problem in many research 

areas and may influence to the biased estimations and wrong 

conclusions. To overcome the drawbacks it produced, a 

process call ‘missing data imputation’ should be taken before 
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proceeding to the next phase such in data mining. Besides, 

prior to data mining process, data cleaning is an essential 

process to improve efficiency of analyzing data and to ensure 

the quality. One of the major tasks in data cleaning phase is 

to impute missing data. Data cleaning is a process of 

detecting and removing errors and inconsistencies from data 

in order to improve the quality of data. Most healthcare 

datasets were found to be incomplete, which double suffers 

to perform task of medical data mining. This is due to the fact 

that incorrect prediction measures may leads to improper 

medical treatment.  

A series of studies have been proposed machine learning 

as an imputation algorithm, and yet, there is no imputation 

algorithm that consistently outperforms others in every 

situation. However, selecting the most appropriate algorithm 

may significantly improve the accuracy of imputation results. 

Among all machine learning imputation algorithms, KNN 

algorithm has been widely adopted as an imputation for 

missing data and it is also a promising method to outperform 

other machine learning methods. KNN is a straightforward, 

yet powerful classification algorithm that computes a value 

estimates from the closest neighbors which has relatively 

high accuracy. The favorable points on KNN are simplicity, 

comprehensibility and scalability. However, despite the 

simplicity associated with KNN algorithm, several studies 

have well acknowledged that KNN suffers from high 

computational cost, greater storage requirements, and 

sensitivity to noise. 
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