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Abstract—The research contribution of the present work is to
solve the path planning and path tracking problems in static
and dynamic environments. A new Planning Navigation Algorithm
Technique is developed in order to solve the problem of navigation
with obstacle avoidance. The basic idea of this algorithm searches
for a safe path for navigation. First, this algorithm is focused
to identify an optimal collision-free route to a spatially defined
objective. Then, in each displacement, the developed algorithm
handles to maximize the distance between the obstacles and
minimize the distance to the goal. This is to obtain the optimal
trajectory for navigation. On the other side, a sliding mode
controller is adopted to solve the tracking trajectory task. The
basic idea of this control system is to allow the robot mobile to
track the desired trajectory with minimum error. In addition,
the comparative study between the proposed approach and the
previous work is presented in order to demonstrate the satisfaction
of the proposed strategy. Finally, simulation results which are
developed using Matlab software are presented to show the
robustness and efficiency of the developed algorithm and the
reactivity of the proposed sliding mode controller.

Index Terms—Mobile Robot; Planning Algorithm; Navigation;
Obstacle Avoidance; Sliding Mode

I. INTRODUCTION

Mobile robots are widely used in various fields such as
space exploration, security, industrial environments, medicine,
disaster relief, etc. It is a very diverse field of research, mainly
due to the many potential applications. In order to perform tasks
in any of these applications, a robot must have the ability to
navigate its environment. One of the key issues in the robotic
community is the navigation of a mobile robot. That’s why path
planning is an an important problem in autonomous robotics.

The most important guidelines for the best possible path are
the smoothness of the path, shortest distance, and minimum
energy consumption. So, the most adopted thing is to obtain
the shortest path with the minimal possible time. If we want
to define the planning of the trajectory of a mobile robot,
we must guarantee secure navigation of the robot to a known
target. Therefore, one of the main lines of research in modern

robotics today is the search for planning algorithms and control
strategies for non-holonomic systems.

In the literature, they are two categories of path planning:
local path planning which is the robot has limited information
about the environment, and global path planning which is
the robot has complete knowledge about the environment [1],
[2], [3]. For these two types of environment, many methods
have indeed been applied for a solution to global navigation
problems, notably Grids [3], B-spline technique [4], artificial
potential field [5]. On another side, the mobile robot controls
its motion by sensors in the local navigation.

When the mobile robot has a priori knowledge of the
environment, many works are used the hierarchical fuzzy logic
controller (HFLC) to solve the navigation of an autonomous
mobile robot in an unknown environment [6], [7]. In [8], [9],
a turning point and free segments algorithms are applied in
order to solve the obstacle avoidance problem. The basic idea
of these strategies is to search for the safe optimal path by
determining the turning point of the safest free segments which
gives the shortest path. In [10], a fuzzy logic controller (FLC)
is adopted in order to solve the problem of mobile robot
navigation in strange motion. The basic idea of this approach
is to control the steering of the front four wheels individually
to obtain the correct heading angle of the vehicle. Four fuzzy
controllers for navigation and tracking the desired heading angle
while at the same time are adopted. Also, many techniques
calculate the optimal collision-free velocity for a mobile robot-
like neural network [11], optimization algorithm [12], control
point searching algorithm [13]. These works aim to optimize
three objectives which are path length, path safety, and path
smoothness to solve the path planning problem.

In the area of artificial intelligence, the most important
technique of path planning is a genetic algorithm (GA), which
has been employed in optimization problems [14]–[16]. In
[17], a new dynamic planning navigation algorithm based on
a genetic algorithm (DPNA) in an unknown environment is
proposed. The basic idea of the contribution developed in [17]
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is to ensure the navigation of the mobile robot in a dynamic
environment with obstacle avoidance. Furthermore, the genetic
algorithm is adopted in order to obtain the optimal trajectory. In
the present work, we propose a new strategy for mobile robot
navigation using the dynamic planning navigation algorithm.
First, this approach is based on the potential fields method: the
robot is attracted to the target and pushed from the obstacles.
Then, the proposed algorithm handles to maximize the distance
between the obstacles and to minimize the distance to the target.
So, for each displacement, a local target is considered and the
robot replanned its route until he found the target.

On the other hand, many several kinds of research are
focused to solve the problem of tracking trajectory [18], [19].
In [20], [21], an adaptive neural network is used to control
the mobile robot. The aim objective of this control law system
is to minimize the error positions. The Proportional Integral
Derive (PID) is developed in [22] in order to solve the problem
of trajectory tracking. However, this control system becomes
unstable especially when it is affected by the sensor sensitivity
[23]. Some researchers are focused on the fuzzy logic controller
such as [24], [25]. The use of this control system helps the
mobile robot to follow the desired trajectory. However, this
control system has a complex architecture and needs more
time in the simulation. The sliding mode controller is adopted
to solve the path tracking problem in [26]–[28]. The aim
advantages of this control law system are that it has good
performance such as fast response, good transient, and stability.

The contribution of our work is to develop a new algorithm
for solving the problem of robot path planning in the envi-
ronment a priori unknown. This strategy of navigation ensures
the safety and the shortest trajectory. With this strategy, the
robot becomes able to navigate in the surrounding environment
without any collision with obstacles. In this approach, a set
of distance sensors are used in order to detect the positions
of the obstacles. The first step of this algorithm is to generate
a route composed of M local objectives in order to reach the
goal. Then, the local objective in any displacement is defined
by the smallest evaluation function. This function has the same
principle as the potential field technique. After that, the robot
moves to the local objective. This helps the mobile robot to
follow the desired position. The present contribution is inspired
by the work developed in [17]. In [17], a genetic algorithm
is used in order to obtain the optimal path. However, in this
research, a path planning algorithm is developed in order to
obtain a safe path. The aim advantage of this research is that the
shortest path was obtained without using the genetic algorithm
(GA). As result, the algorithm is more reduced and becomes
very easy to implement. Using this strategy, we can rapidly
determine the safest and the shortest path. Moreover, once
the path is planned, a tracking law based on a sliding mode
controller is used for the robot to follow the designed trajectory.

The remainder of this paper is structured as follows. Section 2

introduces the kinematic model of the Khepera II mobile robot.
The proposed path planning algorithm is developed in section
3. The tracking path problem is solved by using the sliding
mode controller in section 4. Section 5 presents the simulation
results in order to prove the efficiency of the developed strategy.
In the end, a small conclusion is given in section 6.

II. KHEPERA II MODEL

In this paper, a non-holonomic mobile robot Khepera II is
used as a platform for simulation. Khepera II is a miniature
mobile robot of circular shape (diameter 55mm, height 30mm
and weight 70g), designed as a research and education tool
[7]. The aim advantage of this mobile robot is that it allows
real-world testing of algorithms developed in simulation for tra-
jectory planning, obstacle avoidance, pre-processing of sensory
information. The control of the mobile robot is ensured by the
acting on the wheel speeds (speed right and left). Fig. 1 shows
the schematic model of this robot. Thus, the kinematic model
of the used robot is given by:

dx

dt
=
VR + VL

2
cosα

dy

dt
=
VR + VL

2
sinα

dα

dt
=
VR − VL

L

(1)

Where VR and VL are respectively, the robot’s right and left
wheel velocities, α the angle which separates the robot direction
from the X-axis and Ł is the distance between two wheels.
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Fig. 1. Schematic representation of Khepera II.

III. DESCRIPTION OF THE CONTROL STRATEGY

In this section, a description of the proposed control strat-
egy for mobile robot navigation is given. The main idea of
this technique is based on the potential field method. In this
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approach, the robot is attracted to the goal and pushed from
the obstacles. In this work, we use a new planning navigation
algorithm strategy inspired by the work presented in [17]. Our
proposed control strategy is consist of M local displacement
to research the final objective uof=(xof , yof ). Knowing that
uR=(xR, yR) is the robot spatial position that has been returned
by the localization sensor. In each mth displacement, the mobile
robot moves to the local objective ulo(m)=(xlo(m),ylo(m)).

In this work, we need always to know the current position of
the robot uR(m), the target position uof , and the positions of
obstacles detected by the n distance sensors. We record all the
positions uR(m), already visited by the robot up to the mth

displacement, in the vector uR.

uR =


uR(0)
uR(1)

...
uR(m− 1)
uR(m)

 (2)

Where uR(m) = (xR(m), yR(m)).
When the configuration of the mobile robot is uR(m) =

(u0f (m)), the algorithm is finished. The basic idea of the
planning navigation strategy is summarized in the algorithm
presented in Fig. 2. We describe, in the following section, the
different steps of this algorithm.

initialize
m = 0, uR(0)

Start

uDP (m)= Scan of the environment

uR = [uR, uR(m + 1)]

m = m + 1

end

yes

no

uO(m) = Obstaclesdetection(uDP (m))

ulo(m) = Chooseoflocalobjective(uO(m), uR,uDP (m))

uR(m + 1) = Displacement(ulo(m))

(uR(m)) 6= (uof)

Fig. 2. The proposed algorithm

A. Scan of the environment

In this step, the robot is perform a 360° scan of the envi-
ronment around its axis. Therefore, each jth sensor returns an
analog signal, sj(m), proportional to the maximum range of
the sensors, dmax, is expressed in following equation:

sj(m) =

{
dj(m) if dj(m) ≤ dmax

dmax elsewhere
(3)

where, dj , is the distance measured by the jth sensor attached
to the robot.

We define the value of angular displacement, γ, by this
expression:

γ =
360

n.q

where n is the number of distance sensors, q−1 is the number
of angular displacement that the robot can make in its axis,
for the purpose of decreasing the resolution, and subsequently,
reduce the number of sensors to be used.

At the end of this step, we should defined the delimiting
polygon (DP) which is determined by a set of K point. It is
expressed by the following vector:

uDP (m) =



(uDP
0 (m))

(uDP
1 (m))

...
(uDP

k (m))
...

(uDP
k−1(m))


(4)

Where uDP
k (m) = (xDP

k (m), yDP
k (m)) and k = n.q

This polygon has an important role to delimit the search
space of the local objective (detail in step of the choose of
the local objective). The delimiting polygon generate for the
proposed technique is represented in Fig. 3.

B. Obstacles detection

In this step, the proposed approach generates a virtual
polygon (VP) which is defined by a circumference centered on
the position of the robot (uR) with radium rpv . The expression
of rpv is given as follows:

rpv = dmax(1− ε)
where ε is the factor limited to the rang 0 < ε ≤ 0.1.

Then, we define a new set of L points represented by the
vector uO.

uO(m) =


uO0 (m)

...
uOi (m)

...
uOL−1(m)

 (5)
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Fig. 3. Example illustrating the delimiting polygon (DP)( dashed green line).

Where uOi (m) = (xOi (m), yOi (m)), which satisfies the condi-
tion, described by the following equation.

uOi (m) = uDP
k (m) if fed(uR(m), uDP

k (m)) ≤ rpv
Where L ≤ K.

The function fed (.,.), which calculates the Euclidean distance
between two point pa and pb is expressed as follows:

fed =
√

(xa − xb)2 + (ya − yb)2 (6)

Fig. 4 shows an example of VP (bleu circles) and the set of
point uO(black asterisks).
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Fig. 4. Example explaining the VP (bleu line) for a case where ε = 0.1 and
the set of points, uO , detected (black asterisks) that avoid obstacles.

C. Choose of Local Objective

In this step, the navigation strategy is defined as a local
objective, ulo, to which the robot can move. In [17], the DPNA-
GA strategy has used a GA to find the local objective. In our

work, we eliminate the use of GA and we employed a simple
resolution which is detailed in the rest of this part. For each
mth displacement, we have executed a set of N points, which
are characterized by the following vector.

u(m) =



u0(m)

...
uj(m)

...
uN−1(m)


(7)

Where uj(m) = (xj(m), yj(m)) represents the jth position of
the mth displacement of the robot.

All the points, which are represented by the vector u, are
generated according to the nonlinear restriction given by the
following expression.

rd ≥
√
(xj(m)− xR(m))2 + (yj(m)− yR(m))2 (8)

Where rd is the radius of the circumference centered on the
position of the robot in the mth instant. The role of this
restriction is to limit the number of potential placements of
local objectives.

The evaluation function associated with the jth point is:

Fj(m) = dofj (m) +
α(m)

dOj (m)
+ α(m)Bj(m)Cj(m) (9)

Where dofj (m) is the Euclidean distance between the jth point
and the final objective, uof . The expression of this distance is:

dofj (m) = fed(uj(m), uof ) (10)

and dOj (m) is the shortest Euclidean distance between the jth

point and all the L obstacles found, such that

dOj (m) = min fed(uj(m), uOi (m)) (11)
for i = 0, ..., L− 1

So, for α(m), Bj(m) and Cj(m) ,we can defined as penalty
factors added to each jth point.

In the mth displacement, if the environment without obstacle
(L = 0), it is assumed that the optimum evaluation function is
simply dofj (m), so

α(m) =

{
1 for L 6= 0
0 for L = 0

(12)

Usually, DP occupies most of the circumference with radius
rd. So, a few points are created outside DP . Also, the point
generates within the polygon has greater value than point
generated outside it. This idea is translated into the penalty
factor Bj as

Bj(m) =

{
0 if ∈ DP
∞ if /∈ DP (13)
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If a point uj(m) is located outside of the m circumferences
of radius rd, centered in the vector of the center, uR, it will be
positively penalized. This reduces its chances of selection.

The next is

Cj(m) =

{
1 if @l ∈ {0, ...,m− 1} : z < rd
T if ∃l ∈ {0, ...,m− 1} : z < rd

(14)

with T is a relatively large number and z = fed(uj(m), uR(l))
is the Euclidean distance.

The evaluation function, expressed in equation 12 has the
same principle as the potential field technique [17]. Therefore,
dofj (n,m) (the Euclidean distance between the jth point and the
final objective, uof ) represents the attractive force to the goal,
and (1/dOj (n,m)). The smallest Euclidean distance between
the jth point and all the points associated with the obstacles)
represents the force of repulsion between the jth point and all
the obstacles presented.

We finalized this step by the selection of the local objective,
ulo(m), which has the smallest evaluation function, associated
with the mth displacement event. Fig. 5 describes the way of
calculating the evaluation function for the jth point uj(m).
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Fig. 5. Example explaining the calculation of the evaluation function for a jth
point,uj(m), in relation to the final objective,uof and the obstacles, uO .

D. Displacement

After these steps, the position of the objective local is defined
as ulo(m). By this displacement, a new point uR(m + 1) is
generated and described by this expression:

uR(m+ 1) 6= (ulo(m)± ξ) (15)

Where ξ is the permissible tolerance related to the local
objective. This tolerance is necessary to the robot which is
restricted movement, such as non-holonomic robots.

In Fig. 6, the robot can move to the target uof by requiring
9 displacement.
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Fig. 6. Example of the displacements (M=9) made by the robot controlled by
the proposed strategy to the final point uof .

IV. SLIDING MODE CONTROL

The present section is devoted to solving the path tracking
problem using the sliding mode controller. The basic idea of this
control system is to guide the wheeled mobile robot in order to
follow the desired trajectory with minimum error. To apply this
approach, we need to know two essential parameters with are
the desired and the current robot configurations. The desired
configuration pr=(xr, yr, αr) is defined as the desired position
to be reached and the current robot configuration p=(x, y, α) is
defined as its real position at this moment. Then, the difference
between the reference position pr and the current position p is
called the tracking error position pe=(xe, ye, αe). Furthermore,
this control system aims to determine the appropriate control
vector q = (v, w)T (v is the linear velocity of the robot and w
is its angular velocity ). This helps the mobile robot to follow
the target position by obliging the tracking error pe to converge
to zero (see Fig. 7).

Y

X

yr

xr

y

x

Ye

Xe

0

αr

αe

α

Fig. 7. Tracking error.
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The expression of the error position pe is given as follow:

pe =

 xeye
αe

 =

 cosα sinα 0
− sinα cosα 0

0 0 1


 xr − xyr − y
αr − α

 (16)

The movement of the mobile robot is controlled by two
speeds which are expressed as:

VR = v +
L.w

2
(17)

VL = v − L.w

2
(18)

On the other hand, it is clear that the design of a switching
function is a difficult problem (see equation 1) because the
Khepera II mobile robot is a multiple-input nonlinear system.
That’s why, xe is chosen equal to zero at the first switching
surface to simplify the calculation, according to [3], [4]. Then,

the Lyapunov candidate function is defined as V =
1

2
y2e and

the time derivative is of this function is expressed as follows:

V̇ = yeẏe = ye(−xew + vr sin(αe)) (19)
= −xeyew − vrye sin(arctan(vrye)).

Then, we define the global condition V̇ ≤ 0, which is
always satisfied because vrye sin(arctan(vrye)) ≥ 0 and αe =
− arctan(vrye) is considered as a switching candidate function.
The vector of sliding surfaces is expressed in the following
equation:

s =

[
s1

s2

]
=

[
xe

αe + arctan(vrye)

]
(20)

The convergence of s2 to zero requires that xe converges
to zero. if s2 converge to zero, trivially αe + arctan(veye)
converge to zero, so that αe becomes equal to − arctan(veye)
and ye to 0.

For the determination of the control law, the saturation
function is considered as a switching function (see equation
24)

ṡ = −ksat(s). (21)

The vector of the sliding surfaces is expressed as:

ṡ =

 ẋe

α̇e +
∂γ

vr
v̇r +

∂γ

ye
ẏe


=

 yew + vr cosαe − v

wr +
∂γ

∂v
v̇ +

∂γ

∂ye
(vr sinαe − xew)− w


(22)

Finally, the designed control law is given as follows [3]:[
v

w

]
=

 yew + vr cosαe + k1sat(s1)

wr +
∂γ

∂vr
v̇r +

∂γ

∂ye
(vr sinαe) + k2sat(s2)

(23)

where γ = arctan(vrye); wr = V̇ ; vr = 1
∂γ

dvr
=

ye
1 + (vrye)2

and
∂γ

dye
=

vr
1 + (vrye)2

.

V. SIMULATION RESULTS

In this section, to demonstrate the efficiency of the proposed
navigation approach, some simulation results are presented.
Four situations are presented in different environments (see
Figs. 8−11). In all simulations, the routes followed by the robot
are presented by continuous black lines, and the displacement
is presented by circles on the routes lines).

As shown in Fig. 8, the robot which starts from the initial
point (5, 5), is able to reach the target position (30, 25) without
collision with obstacles. For the scenarios illustrated in Fig. 9,
it is clear that the mobile robot is able to follow the goal config-
uration. In Fig. 9a that the mobile robot follows the goal (800,
1600) safely. When the target position is changed (1600, 1200),
the trajectory of the mobile robot is changed also. It is noted
that the mobile robot is able to follow the target position even
the configuration of the target is modified. Furthermore, in Fig.
9(a), the proposed navigation algorithm requires approximately
M = 11 displacement. For Fig. 9(b), the proposed navigation
algorithm requires approximately M = 13 displacement.

In Fig. 10, the robot which starts from an initial point (5, 2),
moves easily towards the target uof=(45, 35) without hitting
obstacles. In this situation, the proposed approach required 20
displacement to ensure the navigation of the mobile robot to its
destination.

To test the efficiency of the proposed navigation strategy, we
made a moderately complex environment (see Fig. 11). In this
case, the robot starts from the point (−4, −1.8) and it needs 34
displacement (M = 34) in order to follow the target position
uof=(-3.8,2.2).

On the other hand, the proposed algorithm is applied when
the mobile robot navigates in a dynamic environment. As shown
in Fig. 12, it is clear that the mobile robot is able to navigate
without hitting obstacles. In the same context, Fig. 13 illustrates
that the coordinates of the robot and the dynamic obstacle are
not equal in time collision of collision. So, it is obvious that
there is no collision between the dynamic obstacles and the
robot. Therefore, by using this algorithm, the robot mobile
is able to navigate perfectly and without any problem in the
dynamic environment.

Based on the presented simulation results, it is noted that the
newly proposed technique is able to solve the path planning
problem in static and dynamic environments.
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On the other side, to demonstrate the performance of the
sliding mode controller, some simulations results are presented.
Fig. 14 (14(a), 14(b), 14(c), 14(d)) shows that the robot is able
to track the desired trajectory and follow the target position
without any problem. From Fig. 15 (15(a), 15(b), 15(c), 15(d)),
we can see that the errors tracking always converge to zero.

According to these simulations, it is noted that the sliding
mode control is a suitable solution to solve the problem of
trajectory tracking and it shows good performances.

X[m]

0 5 10 15 20 25 30 35

Y
[m

]

0

5

10

15

20

25

30

Target

Fig. 8. Path planning of the mobile robot in an environment S1 with the
proposed strategy.

Compared to the work developed in [17], it is obvious that the
simulation results presented in this research give better results
than the result obtained on the research developed in [17]. First,
when the mobile robot navigates in the comparing the same
environments (environment S4 and the environment S2 using
in [17] with Rc = 80%, J = 10, H = 30)). It is clear that the
time of simulation using our strategy (tp = 1.3 s) is less that
the time of simulation obtained in [17] (tp = 15.64 s). The aim
advantage of the developed algorithm is that the path planning
using our algorithm is faster than that proposed algorithm in
[17].

So with the proposed approach, we save for the simulation
time and also the simplification of implementation.

VI. CONCLUSION

In the present work, a dynamic planning navigation algo-
rithm DNPA for wheeled mobile robot Khepera II has been
developed. The aim objective of the developed contribution is to
solve the path planning algorithm. First, the navigation problem
has been tackled when the mobile robot navigates in a static
environment. Then, the DNPA algorithm has been applied to
search the path of navigation in a dynamic environment. On the
other hand, a sliding mode controller has been used to control
the mobile robot and guarantee the reactivity, robustness, and
stability response. Simulation results have proved that the
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(a) uof =(800,1600).
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(b) uof= (1600,1200).

Fig. 9. Path planning of the mobile robot in an environment S2 with the
proposed strategy.
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Fig. 10. Path planning of the mobile robot in an environment S3 with the
proposed strategy.
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Fig. 11. Path planning of the mobile robot in a complex environment S4 with
the proposed strategy.
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Fig. 12. Path planning of the mobile robot in an environment S1 contains one
dynamic obstacle, (xdo, ydo)=(25, 25), with the proposed strategy.

Iterations

0 5 10 15 20 25

x
 a

n
d

 x
d
o

0

10

20

30

40

x

x
do

Iterations

0 5 10 15 20 25

y
 a

n
d

 y
d
o

0

10

20

30

y

y
do

Fig. 13. Coordinates of the robot and the dynamic obstacle according to time
in the case of a vertical mobile obstacle trajectory.
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(b) Tracking planned of Fig. 9(b).
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(c) Tracking planned path of Fig. 9(a).
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Fig. 14. Tracking planned path.

Islem Reguii, Mobile Robot Navigation Using Planning Algorithm and Sliding Mode Control in a Cluttered Environment



Journal of Robotics and Control (JRC) ISSN: 2715-5072 174

Time(s)

0 0.5 1 1.5 2 2.5 3

x
e

0

2

4

Time(s)

0 0.5 1 1.5 2 2.5 3

y
e

-5

0

5

Time(s)

0 0.5 1 1.5 2 2.5 3

α
e

-2

0

2

(a) Case of Fig. 8.

Time(s)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

x
e

0

500

Time(s)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

y
e

-200

0

200

Time(s)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

α
e

-1

0

1

(b) Case of Fig. 9(b).
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Fig. 15. Tracking Errors (xe ,ye ,αe).

developed algorithm is a suitable solution to solve the path
planning problem in various types of environments (simple
or complex and static or dynamic). Also, simulation results
have mentioned the good performances of the sliding mode
controller. It has been found that the proposed controller gives
good results. As future work, we want to apply the developed
algorithm on a real prototype Khepera IV mobile robot.
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