
Journal of Robotics and Control (JRC) 

Volume 3, Issue 2, March 2022 

ISSN: 2715-5072 DOI: 10.18196/jrc.v3i2.13906 180 

 

 Journal Web site: http://journal.umy.ac.id/index.php/jrc Journal Email: jrc@umy.ac.id 

Computer Vision-based Robotic Arm for Object 

Color, Shape, and Size Detection 
 

Md. Abdullah-Al-Noman 1, Anika Nawer Eva 2, Tabassum Binth Yeahyea 3, Riasat Khan 4* 
1,2,3,4 Department of Electrical and Computer Engineering, North South University, Dhaka, Bangladesh 

Email: 1 abdullha.noman@northsouth.edu, 2 anika.nawer@northsouth.edu, 3 tabassum.yeahyea@northsouth.edu, 4 

riasat.khan@northsouth.edu 

*Corresponding Author 

 
Abstract—Various aspects of the human workplace have 

been influenced by robotics due to its precision and accessibility. 

Nowadays, industrial activities have become more automated, 

increasing efficiency while reducing the production time, human 

labor, and risks involved. With time, electronic technology has 

advanced, and the ultimate goal of such technological advances 

is to make robotic systems as human-like as possible. As a result 

of this blessing of technological advances, robots will perform 

jobs far more efficiently than humans in challenging situations. 

In this paper, an automatic computer vision-based robotic 

gripper has been built that can select and arrange objects to 

complete various tasks. This study utilizes the image processing 

methodology of the PixyCMU camera sensor to distinguish 

multiple objects according to their distinct colors (red, yellow, 

and green). Next, a preprogrammed command is generated in 

the robotic arm to pick the item employing Arduino Mega and 

four MG996R servo motors. Finally, the device releases the 

object according to its color behind the fixed positions of the 

robotic arm to a specific place. The proposed system can also 

detect objects' geometrical shapes (circle, triangle, square, 

rectangle, pentagon, and star) and sizes (large, medium, and 

small) by utilizing OpenCV image processing libraries in Python 

language. Empirical results demonstrate that the designed 

robotic arm detects colored objects with 80% accuracy. It 

performs an excellent size and shapes recognition precision in 

real-time with 100% accuracy. 

Keywords—Arduino Mega; Color Sorting; OpenCV; 

PixyCMU; Robotic Arm; Servo Motor; Shape Detection. 

I. INTRODUCTION 

With the continued advancement of science and 

technology, human living standards have improved 

worldwide [19]. It has also increased life anticipation and 

economic growth [15]. Consequently, with such 

development, peoples’ work habits have changed drastically 

globally [16]. The uses of robots in several fields, such as 

industrial production, military combat, and many other 

applications in recent years, have received extensive attention 

[1, 20]. To minimize the labor cost, production time, and 

possible dangers in different types of risky tasks, the usage of 

robots are also encouraged [2]. For instance, robotic arms are 

now often employed in many cases to execute jobs that 

humans cannot or will not undertake [17]. Besides, to assist 

the elderly or the disabled, computer vision-based robotic 

arms have been utilized in recent times [3]. Computer vision 

is a recent advancement in the field of artificial intelligence 

(AI) field, and it is extensively utilized in industrial 

automation, detection, object identification, automated 

technology, and robotics [21, 22]. Picking and placing 

products flawlessly with consistent motions are essential in 

an industrial setting [4]. Additional control systems, joysticks 

or controllers, and even manual programming are now used 

to maneuver the sophisticated robotic arm [5]. A robotic 

system may offer a range of sensors such as temperature, 

radiation, color, weight, etc. [23]. However, there is an 

increasing tendency to replace all of these sensors with a 

single-lens camera and computer vision approaches to 

perform the tasks independently with enhanced precision 

[24]. In this technique, a novel control method is employed 

using computer vision to drive a robotic arm [25]. Thanks to 

computer vision and artificial intelligence techniques, a cost-

efficient, user-friendly, and the highly efficient robotic arm 

can be built using such techniques [26]. 

Computer vision and artificial intelligence have been 

successfully utilized to operate complex robotic systems in 

many works. For instance, in a recent work [6], the authors 

designed an automated robotic arm-based assistance device 

by employing simple stereo matching and q-learning 

optimization techniques. The proposed device can perform 

five degrees of operation in a single instance and detect any 

object with the help of stereo vision. The system also keeps 

track of an object's parameters. The stereo camera can 

identify the RGB color. In this work, the Q-learning 

framework [29] is employed to control the position of the 

robot’s arm. Finally, the paper showed experiments to 

identify an object's stereo vision and feature point. The 

downfall of the study is that it did not specify the exact 

distance between the objects. 

In [7], Daniel Kruse et al. presents a new approach using 

a two-armed industrial robot for bimanual hybrid 

motion/force control and visual serving. This work aims to 

develop a telerobotic system that can manipulate a grasped 

item with both arms. The experimental testbed is a dual-arm 

industrial robot with 15 degrees of freedom, a camera, a 

torque/force sensor, and a rubber contact pad on each wrist. 

The operator orders are sent by gestures using a Microsoft 

Kinect sensor. Seven processes are running on three PCs, and 

they are connected via a local hub using the protocol called 

TCP/IP. In addition, the authors added global planning 

approaches to manage local equilibrium and more complex 

redundancy resolution. 

In this recent work [8], the authors developed a fusion-

based manipulation of sensory-motor and a robotic bionic 

arm, a control strategy of grasping for an automated hand-eye 
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system. The proposed device was developed by vision 

serving, motion optimization, sEMG, and a hybrid force 

approach. The arm was designed by joining different motors 

with an Arduino microcontroller and was controlled with the 

help of a Point Grey Bumblebee stereo camera. The hand was 

working by a matrix calculation using epipolar geometry 

[30]. In this paper, different types of data like joint, 

relaxation, and grasping time graphs are collected with the 

help of 3 fingers force and 20 frames per second camera 

capturing the images. 

In [9], the authors explore the concept of building a robot 

that can track colored objects. The brightly colored object has 

a basic design. A wheeled robot has been designed by 

utilizing a motor and wheels. A Pixy 2 based wheeled robot 

with sensors is utilized to detect objects with different colors. 

This robot moves in the same direction as the thing it's 

attached to is moving. When it comes to mobility, this robot 

has two wheels, i.e., one on each side (right and left). The 

Arduino Uno board’s microprocessor is in charge of 

controlling the movement of the robot. 

In this recent work [10], the authors designed a self-

feeding assistive robotic arm of 7 degrees of freedom for 

people with severe disabilities. This system used a robotic 

arm simulator to obtain the motion of the robotic arm. In this 

process, inverse kinematics equations [31] were used to 

control the robot's arm position. The paper showed that the 

robot could successfully transfer the food to the appropriate 

location of its user. The authors conducted further 

experiments on adding a web camera that is attached to the 

end-effector of the robotic arm to monitor whether foods 

dripped from its edge or not. 

The study in [11] focuses on implementing a computer 

vision-based robotic arm that will detect various objects by 

color sorting, grab that object, and place it in a specific place. 

The proposed system will also measure the length, width, and 

distance between objects and identify their object's position 

by using the computer vision technique. The arm will do the 

movement using a servo motor controlled by an Arduino Uno 

microcontroller. 

This paper implements PixyCam CMU to build a 

computer vision-based robotic arm by implementing 

automatic color, shape, and size detection of objects. This 

study makes the following key contributions: 

● An automatic color detection system is executed with 

a Pixycam CMU. The proposed robotic arm can pick 

up and place the color-sorted items in a precise 

location employing Arduino Mega and MG996R 

servo motors. 

● The device can recognize items in terms of their 

various shapes and sizes, which has been executed by 

the OpenCV functions. 

● The designed system's performance is assessed in 

terms of detection accuracy and real-time detection 

rate. Finally, the implemented device's characteristics 

and cost are compared to other existing works. 

To the best of our knowledge, a computer vision-based 

robotic arm employing PixyCam CMU for object color, 

shape, and size recognition methodologies is implemented on 

a sophisticated embedded device such as the Arduino Mega 

2560 and Pixycam CMU for the first time in this work. 

The paper is organized into three sections. Section I will 

review the method and components used to design and 

implement the proposed system. The outcome of the real-time 

applications of the system and the challenges faced during the 

experiments are presented in Section II. Finally, Section III 

will discuss the conclusion and possible extension of the 

proposed system.  

II. PROPOSED SYSTEM 

In this paper, an automatic robotic arm has been built that 

can sort various objects based on their colors, shape, and 

sizes. The proposed device can pick a selected object and 

place it in a specific place according to the desired distance. 

The subsequent paragraphs discuss the software and 

hardware elements utilized to design the proposed robotic 

device. 

A. Software Tools 

Arduino 1.8.15: Arduino is a cross-platform IDE that 

allows programmers to modify code and then upload the code 

to a board where it can be tested [27]. C and C++ are two 

conventional languages for Arduino. As a result, the program 

primarily targets developers and coders who work in those 

two languages. In this work, we use this software to build the 

code, and with the help of the software, we can control the 

robotic arm. 

Pixy Mon 2.0.9: Pixy Mon is a program that lets us 

specify the output port, set up the Pixy device, and control 

color signatures [28]. We can connect a USB connection to 

Pixy's back and run Pixy Mon to observe what Pixy sees when 

connected to the Arduino or other microcontrollers. We use 

this software to detect the colors of the object with the help of 

Pixy cam. 

Python 3.9: Python is a programming language that 

allows connecting the systems faster and more efficiently. We 

use this program to detect the geometrical shape of an object. 

With the help of easy Python language coding, we can load 

the image and calculate the geometrical shape of an object. 

Anaconda: Anaconda is a Python and R programming 

language distribution that facilitates management systems to 

ensure installation in computer science. In this research, we 

use an Anaconda prompt to run the code and display the result 

for the shape detection of an object. 

B. Hardware Tools 

Arduino Mega 2560 Rev3: The Arduino Mega 2560 R3 

is a microcontroller board. It is based on the ATmega2560. It 

contains 54 digital I/O pins, 4 UARTs (hardware serial ports), 

16 analog inputs, a USB connection, a power jack, a reset 

button, an ICSP header, and a 16 MHz crystal oscillator [12]. 

The use of this Arduino microcontroller is to control the 

robotic arm through Arduino code. 

PixyCMU Cam5 V1: The Pixy CMUcam5 is an Arduino 

and Raspberry Pi compatible camera sensor [18]. This camera 

sensor successfully loads the image where many other image 

sensors have failed. It is often challenging to utilize this 
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sensor with a simple Arduino board-type CPU without getting 

saturated. We use this component for the color detection of a 

specific object. 

Tower Pro MG996R: The Tower Pro MG996R is a 

servo motor consisting of metal gear. It has a maximum of 11 

kg/cm stall torque [13]. It can rotate from 0 (zero) to 180 

degrees. This high-torque motor depends on the PWM wave's 

duty cycle given to its signal pin, just as other RC servos. In 

this work, we used this motor to build the arm, grab the object, 

and place it in a destination folder. 

 

Fig. 1. Total hardware design of the proposed system. 

Fig. 1 demonstrates the complete hardware design of the 

proposed system. Initially, the Arduino Mega microcontroller 

is connected with PixyCMU and the servo motor of MG996R. 

The four servo motors with the robotics kits (screws and 

metal angels to connect the servo motors) build the structure 

of the robotic arm. The system power supply comes from a 9-

Volt DC adapter. With the help of this adapter, the robotic 

arm gets the power to perform the desired task smoothly. The 

total circuit connection is made on the breadboard. With the 

laptop connection, the robotic arm finally starts to do work. 

However, this proposed system in Fig. 1 approximately costs 

about 12,840 BDT ($150). It is worth mentioning that this 

total cost does not include the laptop’s price. 

Fig. 2 demonstrates the working procedure of the 

proposed system for colored object detection, picking up and 

placing it in the desired place. According to Fig. 2, the robotic 

arm moves toward different items and selects the object 

according to its color, i.e., red object. The PixyCMU camera 

sensor does the color detection of the proposed system. The 

PixyCMU camera sensor employs a filtering technique 

implemented by distinct RBW colors and a region-growing 

approach to recognize different objects [32]. In this method, 

the color difference value in each direction is calculated as:  

 ∆𝐶(𝑥, 𝑦) = {
𝑊̃(𝑥, 𝑦) − 𝑅(𝑥, 𝑦): 𝑊 𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛  

𝑅̃(𝑥, 𝑦) − 𝑊(𝑥, 𝑦): 𝑅 𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛    
    (1) 

where the pixel location indices are denoted as (𝑥, 𝑦). 𝑊̃ and 

𝑅̃  denote the temporary detected colors in each direction. 

According to the region growing algorithm, an individual 

area is considered coherent if all the pixels are coherent 

according to the similarity principle [33]. Initially, we begin 

the process with the seed pixel and compare its adjacent 

pixels with the preset threshold as: 

       |𝑍𝑚𝑎𝑥 − 𝑍𝑚𝑖𝑛| ≤ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑          (2) 

 

 

Fig. 2. Working process of the proposed system. 

In (2), 𝑍𝑚𝑎𝑥  and 𝑍𝑚𝑖𝑛  illustrate the maximum and 

minimum pixel intensity values in the considered region. 

Then the arm bends down to catch the object and picks it up 

by its gripper. Next, the arm releases the object to a fixed 

place where the code specifics for the different colors. After 

releasing one object according to its color, the arm's function 

automatically detects more items if any other exists on the 

Pixy cam screen. If it exists, the robotic arm continues the 

process and releases the object to a different place. To quickly 

understand the color sorting process, we defined our program 

in color sorting detection with a color sorting release point. 
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Fig. 3. Working flow chart of the robotic arm’s color sorting operation. 

Fig. 3 illustrates the functional flowchart of the proposed 

automated device for the color sorting process. From the 

figure, we can understand how the project is working 

sequentially. Firstly, when the project is started, the robotic 

arm will wait for instructions from its users. Moreover, this 

will decide the PixyCMU camera's ability to detect the 

object's color. If the color matches the previously saved color 

in the Pixy cam's memory, it will receive a detection 

instruction from the Arduino Mega to the robotic arm's motor. 

Then the robotic arm will pick up the object and place it in 

the desired place according to the color-sorting method. Then 

the Pixy cam rechecks if any other colors object is present or 

not. If so, it redoes the same procedure and places the object 

in other fixed places for that specified color. 

To measure the distance, we have used the equation of the 

Pythagorean theorem, which is expressed as: 

              𝑑 = √((𝑥2 − 𝑥1) ² + (𝑦2 − 𝑦1) ²)          (3) 

where 𝑥1 and 𝑦1 are the coordinates of the first point and 𝑥2 

and 𝑦2 are the coordinates of the second point [14]. In this 

experiment, the 𝑥1 and 𝑦1 points are the positions of the Pixy 

cam and the 𝑥2 and 𝑦2 points are the positions of the specific 

object. Finally, we measured all the points and then 

implemented these points in (1) to find the distance of an 

object. After measuring the distance between these two 

points, the function displays the approximate distance in 

millimeters (mm). 

 
Fig. 4. Working flow chart of the geometrical shape detection. 

To implement the object shape and size detection, we 

have used the OpenCV libraries in the Python programming 

language and run through the Anaconda prompt in this work. 

Fig. 4 demonstrates the shape detection part. First, we have to 

change the path direction of the folder of Python coding for 

shape detection. Next, we run the program, and the result will 

be displayed in the image. Here, the contour function is used 

for the shape detection part of this project. The contour 

function detects the curve joining points of all continuous 

points with the same color or intensity. If the object has three 

contours, it will be a triangle. In the same way, the star, 

pentagon, or other shapes are detected along with the contour 

point. The area's aspect ratio is calculated for the square and 

the rectangular regions to differentiate them from each other, 

as they have the same number of contours points of four. 

Otherwise, it will be a circle. We can detect the geometrical 

shape through the image processing system. 

Finally, we have used the contour function in the OpenCV 

library to detect the object’s size. To do that, we have to 

measure the area of the object's shape. Hence, we have used 

the contour function to determine the total area of the 

boundary of the object's shape. This specific function 

measures how much area it occupies and compares it with the 

other object's shape. Then the function automatically detects 

the largest area of different objects, and finally, it shows the 

largest and smallest spaces of the object's shape. 
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III. RESULTS AND DISCUSSION 

In this paper, a computer vision-based robotic arm has 

been designed. The proposed system is able to automatic 

color sorting, distance measurement, and shape and size 

detection of an object. To design the hardware device, four 

MG996R high-torque servo motors are connected with 

Arduino Mega to pick the object and place it in its desired 

place. A PixyCMU smart sensor is attached to the Arduino to 

detect the color of an object. OpenCV libraries in Python have 

been used for object shape and size identification. With the 

help of a PC connected to the proposed device, the robotic 

arm successfully detects the object's color, shape, and size 

picks the object, and places it in a specific place. 

 

Fig. 5. Working flowchart of the proposed system. 

Here in Fig. 5, we can observe the block diagram of the 

proposed robotic arm. It shows us the connection between the 

hardware components that have been used in this project. The 

wire connection between the Pixy cam, Arduino Mega board, 

and servo motor makes the total circuit connection of the 

robotic arm. 

TABLE I. COLOR MATCHING AND SORTING ACCURACY 

Task Red Yellow Green 

Task 1       

Task 2       

Task 3       

Task 4       

Task 5       

Task 6       

Task 7       

Task 8       

Task 9       

Task 10       

    

Success 9 8 7 

Failure 1 2 3 

Success (%) 90% 80% 70% 

Average = 80% 

 

We have repeatedly tested the color sorting part of the 

proposed system to check the accuracy of the color detection 

of the PixyCMU camera sensor. From Table I, we can 

observe that the PixyCMU cam has successfully detected the 

colored items (red, yellow, and green) with 80% accuracy 

though it is light-sensitive. This process is repeated ten times 

for each of the colored objects. The color detection accuracy 

of the device varies with the change in lighting conditions and 

the distance of the objects with the Pixy sensor. However, it 

has given the best performance to our project in the normal 

light. After the accurate color detection of the item, the 

robotic arm successfully picks the object and places it in the 

color sorting way. Finally, the robotic arm holds the items 

effectively, and it can pick and place an object with 90% 

accuracy. 

TABLE II. DISTANCE MEASUREMENT ACCURACY RATE 

Task Attempts Success Failure Success (%) 

Red 10 9 1 90% 

Yellow 10 8 2 80% 

Green 10 7 3 70% 

Overall 30 24 6 80% 

 

Table II presents the accuracy rate for distance 

measurement of the implemented device after picking and 

placing an object. The color-sorted item is placed in a specific 

place after the robotic arm picks up an object. We use the 

rules of 2D distance measurement and try to test over 30 times 

manually. The result table shows the accuracy rate of objects 

arrangements for the device is 80% because when the robot 

arm fails to detect the color of an object, it remains in the 

same position. Consequently, that is counted as a failure turn, 

and it happens six times throughout the total of 30 detections. 

 

Fig. 6. Sample object shape detection output of the proposed system. 

TABLE III. SHAPE DETECTION ACCURACY RESULTS 

Shape Attempts Success Failure Success (%) 

Circle 10 10 0 100% 

Triangle 10 10 0 100% 

Rectangle 10 10 0 100% 

Square 10 10 0 100% 

Pentagon 10 10 0 100% 

Overall 50 50 0 100% 

 

Next, Fig. 6 illustrates a sample object shape detection 

output of the proposed system. Table III demonstrates the 

accuracy results for geometrical shape detection of an object. 

Here, we test the object shape identification tasks ten times 

for various shaped articles, i.e., circle, triangle, square, 

rectangle, and pentagon, and each time all the shapes are 

successfully detected. We have used the contour function to 

detect the geometrical shape. According to Table III, the 

accuracy rate for shape detection is 100%. 
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TABLE IV. SIZE DETECTION ACCURACY RATE 

Size Attempts Success Failure Success (%) 

Large 10 10 0 100% 

Medium 10 10 0 100% 

Small 10 10 0 100% 

Overall 30 30 0 100% 

 

Table IV presents the accuracy results of the size detection 

part of this work. The average accuracy rate for size detection 

is 100%. The OpenCV image processing function 

successfully measures the boundary area of different shapes 

and detects the largest and smallest shaped objects. 

TABLE V. COMPARISON TABLE OF HARDWARE COMPONENTS 

Ref. Microprocessor Camera 
Sensor 

Servo 
Motor 

Connect 
to Arm 

[6] Neural network CCD N/A N/A 

[7] DX100 

controller 

Sony XCD-

X710CR 

15 Gesture 

control 

[8] Harmonic 
Transmission 

Drives 

Bumblebee 
Vision 

System 

5 SEMG 
Collector 

[9] Arduino Uno 
R3 

Pixy Cam 
CMU 2 

3 USB 

[10] Arduino Mega 

2560 

N/A 7 N/A 

[11] Arduino Uno Webcam 4 USB 

This 

work 

Arduino Mega 

2560 R3 

Pixy Cam 

CMU 

4 USB 

 

Table V depicts various hardware components utilized in 

similar works of computer vision-based robotic systems. 

Diverse types of microprocessor systems have been 

employed in many works, e.g., Arduino, Raspberry Pi, 

DX100 controller, etc. According to Table V, this proposed 

device implements automatic object color, shape, and size 

detection with comparable low-cost, simple equipment. 

TABLE VI. COMPARISON TABLE FOR SOFTWARE TOOLS 

Ref. Color 

Detect 

Shape 

Detect 

Distance 

Measure 

Position 

[6] Stereo 
camera 

N/A Stereo 
matching 

QSO inverse 
Kinect 

[7] ALVAR 
tags 

VTT 
ALVAR 

ALVAR tags Kinect 

[8] Gray 

mode 

N/A Hall effect 

sensor 

Kinect 

[9] Pixy 
sensor 

N/A Pre-defined Kinect 

[10] N/A N/A N/A Inverse Kinect 

[11] HSV OpenCV 

contours 

N/A Kinect 

Proposed Pixy 
sensor 

OpenCV 
contours 

Pythagorean 
theorem 

Preprogrammed 
positions 

 

Table VI demonstrates the comparison table for software 

tools compared to this paper and other related works. This 

study performs object color, shape and size recognition, and 

distance measurement with more straightforward techniques. 

IV. CONCLUSIONS 

This paper exhibits the design and the development of a 

computer vision-based automated system for sorting colors as 

well as detection of shape and size. It can detect the color of 

an object utilizing a PixyCMU camera sensor and pick and 

place the item in a specific place employing Arduino Mega 

and servo motors controlled robotic arm. The performance of 

the proposed intelligent device has been tested through the 

detection of random colored objects. Also, we successfully 

measured the distance for the robotic arm to pick up the 

object. Moreover, the robotic arm detects an object's 

geometrical shape and size using OpenCV image processing 

functions implemented in Python. The proposed system is 

expected to reduce labor costs and increase productivity and 

efficiency in industries. 

In the future, a better camera sensor can be used to detect 

a 3D object. Raspberry Pi or Jetson Nano can be employed to 

control the proposed device more efficiently. More advanced 

deep learning and neural network approaches can be utilized 

for object color, shape, and size detection in the future. 
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