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Abstract—In this modern age, Internet of Things (IoT) and 

Wireless Sensor Network (WSN) as its derivatives have become 

one of the most popular and important technological 

advancements. In IoT, all things and services in the real world 

are digitalized and it continues to grow exponentially every year. 

This growth in number of IoT device in the end has created a 

tremendous amount of data and new data services such as big 

data systems. These new technologies can be managed to 

produce additional value to the existing business model. It also 

can provide a forecasting service and is capable to produce 

decision-making support using computational intelligence 

methods. In this survey paper, we provide detailed research 

activities concerning Computational Intelligence methods 

application in IoT WSN. To build a good understanding, in this 

paper we also present various challenges and issues for 

Computational Intelligence in IoT WSN. In the last 

presentation, we discuss the future direction of Computational 

Intelligence applications in IoT WSN such as Self-Organizing 

Network (dynamic network) concept. 

Keywords—IoT; WSN; Computational Intelligence; Artificial 

Intelligence; Dynamic Network 

I. INTRODUCTION 

In this modern age, IoT (Internet of Things) has become 

one of the most many popular and important technological 

advancements. IoT is a concept which aims to expand the 

benefits of continuously connectivity of connected internet 

[1]. IoT provides capabilities for data sharing, monitoring, 

remote control, and so on [2], including monitoring and 

controlling “things” in the real world [3]. IoT are include such 

as foodstuffs, collectibles, electronics, including living 

things, and etc. All of those, are connected to the IoT using 

local and global networks, and represented through 

embedded sensors that are always active [4]. The IoT refers 

to objects that can be uniquely identified as virtual 

representations of a physical form in an Internet-based 

structure [5]. IoT produces an interaction between machines 

to machines that connected automatically without human 

intervention anywhere and anytime. The Internet provides a 

medium between the two machine interactions, while humans 

only serve as a regulator and supervisor of the work of the 

tool directly. IoT can be applied to many things from ATMs 

(Automatic Teller Machine) [6], Street lightning [7], smart 

homes [8], smart cities [9], and more [10], [11]. The 

application above shows us that IoT has a lot of potential 

applications (see figure 1 below).  

IoT also gives birth to new technologies such as WSN 

(Wireless Sensor Network) [12] and Drone [13]. Even though 

IoT can be used as a single node, such as in health care 

applications to monitor patient heart rate, blood pressure, 

body temperature, and others [14], IoT can also be used as a 

network to expand the IoT application coverage such as forest 

fire drone monitoring [15] and others [16]. This IoT is called 

a Wireless Sensor Network. 

As defined by ITU-T WSN is a network that is composed 

of interconnected sensor nodes exchanging information 

(sensed data) using wireless communication [17]. This WSN 

is particularly interesting because of its usefulness to monitor 

its surrounding (environment) using sensors and send its data 

monitoring using wireless communication [18]. A few main 

advantages of WSN would be its ability to reduce 

infrastructure deployment costs and extend its coverage by 

using ad-hoc wireless communication methods [19]. An ad-

hoc wireless communication method is wireless 

communication that uses node to node for its communication 

system [20]. This communication method was used in WSN 

so it can deliver its data monitoring from the farthest node 

(remote location) to the nearest node with the server (sink 

node), without using any other wireless infrastructure [21].  

Computational Intelligence is a method to construct an 

intelligent system [22] using a respected algorithm. We can 

also say that Computational Intelligence is a part of artificial 

intelligence, wherein problem-solving, they use an 

innovative approach to adapt its intelligent behavior in 

complex and ever-changing environments. Computational 

Intelligence can also be used to resolve problems and issues 

in IoT WSN applications. This can be achieved by building 

the computational model for every problem based on 

collected data or processes running in the IoT WSN network. 

Therefore, to build a good IoT WSN application, an 

innovative way such as Computational Intelligence is an 

inevitability to manage and serve as their application 

backbone. 

In this paper, the author tries to present IoT-WSN 

applications and how Computational Intelligence can be 

served as their backbone. The author then raises issues and 
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challenges that may be faced and can be raised as material for 

further research. The schematic of the paper is explained as 

follows: Section I describes the needs of IoT-WSN and its 

relationship with artificial intelligence. Section II presented 

IoT-WSN. Section III presented artificial intelligence. 

Section IV presented about artificial intelligence application 

in IoT WSN. Section V presented challenges and issues 

regarding IoT-WSN and artificial intelligence. Section VI 

describes future research that possible to do. Section VII 

conclusion of our survey paper result. 

 

Fig. 1. IoT WSN Use Cases [17] 

II. IOT WSN ARCHITECTURE 

There are 2 distinct architectures in IoT WSN, the first 

was node architecture and the second was system 

architecture. The first architecture presented us with mostly 

hardware configuration while the second architecture 

presented us with system configuration. 

A. IoT WSN Node Architecture 

Usually, in IoT nodes, there are 4 main basic components 

such Energy module, Controller module, Sensor module, and 

communication module [23]. Furthermore, as defined in ITU 

for next-generation networks, aside from 4 main components. 

Every WSN node can be added with an additional module 

such as an actuator (see Fig. 2) [24]. 

 

Fig. 2. IoT WSN node Architecture [24]. 

• The sensitive element usually contains a sensor module 

that is capable of sensing its environment, whether to see 

the temperature and humidity [25], light [26], soil 

moisture [27], and many others [28], [29]. An analog 

sensor would require an analog-to-digital converter 

(ADC) feature to format its monitoring data before it can 

be processed further. Nevertheless, in digital sensors, 

every monitoring data can process directly [30]. 

Sometimes sensor is also not enough to provide all the 

data that the user needs in the complex environment or 

complex application. Therefore, in some complex 

applications, some researcher also adds detector such as a 

camera that acts as an image detector [31], or motion 

detector [32], or even a tool for object recognition [33]. 

• The Processing unit usually uses a low-power 

microcontroller that had CPU, Memory, ADC, DAC, and 

digital I/O as their minimum feature (such as 

ATMega328P) [34]. This microcontroller usually needs 

an additional module to enhance its capabilities to handle 

more complex functions, such as the digital signal 

processing (DSP) function (TMS320) [35] and encryption 

function (FPGA) [36]. In the light of IoT's complex 

functions such as video recognition, voice recognition, 

and image recognition, there is the need for faster but still 

cheaper processing hardware such as SBC (Single Board 

Computer) raspberry pi [48],[49] or orange pi [39].  

• A lot of IoT devices are designed to support mobile 

applications. Therefore, a lot of IoT devices needed radio 

transceiver capabilities. Fortunately because of the 

booming of IoT (Internet of Things) recently, the trend 

has arisen for a microcontroller that has wireless 

capabilities [40]. This trend was then answered by 

Espressif by releasing the ESP microcontroller family. 

ESP microcontroller families are popular because of the 

simple and low cost that has WiFi [41] and also Bluetooth 

[42] radio transceivers all in one SOC (System On Chip) 

microcontroller. Unfortunately because WiFi and 

Bluetooth of intended for small range, therefore a new 

radio transceiver intended for low power and long-range 

communication LPWAN (Low Power Wide Area 

Network) has been developed such as LoRa [43], NB-IoT 

[44], and sigfox [45].  

• Meanwhile to power up the WSN node, an energy source 

for the WSN node usually comes from a battery [46]. 

Batteries are more preferred in WSN due to their high 

energy density such as NiMH 60-80 Wh/kg and lithium 

rechargeable batteries 120-140 Wh/kg [47]. Furthermore, 

it is very economical for using rechargeable batteries in 

WSN, because NiMH batteries are rated for 300-500 

rechargeable cycles while lithium batteries are rated for 

500-1000 rechargeable cycles before the batteries are 

broken. To highlight this problem, and because super 

capacitor characteristic offers more than half a million 

rechargeable cycles and a 10-year operational lifetime, 

some researchers propose to replace the battery as energy 

storage and replace it with a supercapacitor to enhance 

WSN node life [48] as its power source. However, this 

power source is a stored type, which means once its stored 

energy is depleted the IoT node will turn off. To combat 

these issues, several researchers propose a low-energy 

harvester that uses solar cells [49], electrochemical 

reaction [50], vibration [51], temperature [52], and many 
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others [53] to generate small electricity but enough for 

IoT operation power. 

B. IoT WSN System Generic Architecture 

There are several proposed architecture layer that has 

been used in IoT system, such as the basic model and also the 

general model that negotiates the needs of researcher and 

industry [54]. Yang et al propose 3 basic IoT architecture 

layers that contain a perception layer for collecting and 

capturing information, a network layer which is an IoT 

infrastructure to provide common service, and an application 

layer that provides specific services to users through the 

analyzed and processed perception data [55]. However khan 

stated that IoT development depends on the technological 

progress and design of various new IoT applications and 

business models, hence Khan proposes 5 architecture layers 

[56] that can be seen in Fig. 3, such as: 

● The perception Layer is also defined as the hardware 

Layer. This layer consists of physical objects and sensor 

devices. This layer also deals with the identification and 

collection of objects specific information by the sensor or 

by the reader device. Depending on the sensors type, the 

information can vary such as location  [57], temperature 

[58], orientation [59], motion [60], vibration [61], 

acceleration [62], humidity [63], etc. The information that 

has been collected is then passed to the Network layer for 

its secure transmission line to the information processing 

system. 

● The Network Layer can also be called a Transmission 

Layer. This layer securely exchanges the information 

from sensor devices to the information processing system. 

The network layer can be composed of single node IoT to 

multiple IoT devices. The transmission medium can be 

wireless or wired and technology can be fiber optic [64], 

5G [65], WiFi [66], Bluetooth [67], LoRa [68], Sigfox 

[69], NB-IoT [70].  In WSN where coverage is important, 

since a single node cannot service a wide area, therefore 

it needs multiple nodes to service it. To transfer the data 

collected from the faraway node to the gateway, an ad-

hoc hop-to-hop data transfer [71] was done using 

available radio transceiver technologies. The Network 

layer then transfers the exchange data (information) from 

the Perception layer to the Middleware layer. 

● The Middleware Layer has the responsibility to manage 

the service and database relation. This layer receives the 

exchange data (information) from the Network layer and 

pool it in the database. This layer performs information 

processing and ubiquitous computation and an takes 

automatic decisions based on the results. This layer uses 

a software system that designed to be the intermediary 

between IoT node and applications [72]. 

● The Application Layer provides global management of 

the application based on information processed in the 

Middleware layer. The example of applications layer such 

as smart health [73], smart farming [74], smart home [75], 

smart city [76], intelligent transportation [77], and many 

others. 

● The Business Layer provides management of the overall 

IoT system including the applications and services. This 

layer also builds business models, flowcharts, graphs, and 

many others based on the data received from the 

Application layer. The success of IoT application depends 

on good business models. Therefore, based on results 

analysis, this layer has important task which is to 

determine future actions of  business strategies (decision 

making) [78]. 

Perception Layer

Network Layer

Application Layer

Perception Layer

Network Layer

Middleware Layer

Application Layer

Business Layer

 

Fig. 3. IoT WSN System Generic Architecture. left proposed by Yang et al 

[55], right proposed by Khan et al [56].  

 We can summarize and write IoT WSN Architecture in 

Table 1. 

TABLE I.  IOT WSN ARCHITECTURE 

IoT WSN Architecture 

Node 

Sensitive Element Detector [79], Sensor [80] 

Processing Unit 
Microcontroller [81], SBC (Single 

Board Computer) [82]. 

Transceiver 
LoRa [83], Bluetooth [67], WiFi 
[84], SigFox [85], NB-IoT [86]. 

Energy Source 
Battery [87], Super Capacitor [88], 

Energy harvester [89]. 

System 

Perception Layer 

Location [57], temperature [58], 

orientation [59], motion [60], 

vibration [61], acceleration [62], 

humidity [63] 

Network Layer 

Fiber Optic [64], 5G [65], WiFi [66], 

Bluetooth [67], LoRa [68], Sigfox 

[69], etc [70]. 

Middleware Layer Software Bridging [72] 

Application Layer 

Smart Health [73], [90], Smart 
Farming [74], Smart Home [75], 

Smart City [76], Intelligent 

Transportation [77]. 

Business Layer 
Business Models, Decision Making 

[78] 

III. ARTIFICIAL AND COMPUTATIONAL INTELLIGENCE 

Computational Intelligence is an innovative approach to 

constructing an intelligent system [103] so it can adapt its 

intelligent behavior in complex and ever-changing 

environments. Artificial Intelligence, on the other hand, tries 

the study the intelligent behavior demonstrated by machines 

to mimic the natural intelligence of human beings. We could 

summarize that CI is more like a sub-branch of AI that 

emphasizes the design, application, and development of its 

linguistically motivated computational models. There is a lot 

of computational intelligence method, it can be seen in Fig. 

4. In this paper, we present a few of the popular 

Computational Intelligence that has been used to solve IoT 

WSN problem such as fuzzy and neural network. 
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Fig. 4. Computational Intelligence Hierarchy 

A. Fuzzy System  

In 1975, Zadeh has develop the foundation fuzzy. This 

was developed from Linguistic Variable and its Application 

to Approximate Reasoning [91]. Using those foundations, the 

fuzzy rule then developed to model the qualitative aspects of 

human expertise (reasoning based on experience) [92] and 

solve the problem. In conclusion we can use the fuzzy rule 

based on the reasoning for solving a real-world problem. 

Even though the fuzzy is usually used for control, such as 

robot movement [93], [94], speed [95], and other factors 

[96]–[98]. However, a fuzzy system can be used for anything. 

Recently several fuzzy algorithms have been developed to 

solve real-world problems such as follow. 

1) Fuzzy Sugeno 

Fuzzy Sugeno was developed by Takagi and Sugeno in 

1985 [99]. This mathematical model was used to present 

fuzzy implications and reasoning to control industrial 

processes or real-world system control [100]–[102]. Fuzzy 

Sugeno architecture can be seen in Fig. 5. A fuzzy Sugeno 

algorithm can be presented as follow. 

 For step one, which is fuzzification each output is denote 

by O 1
𝑖
, which contribute to raise the degree of membership. 

𝑂
1

𝑖
= µ𝐴𝑖(𝑥)  and  𝑂

1

𝑖
= µ𝐵𝑖(𝑥),        𝑖 =  1, 2 (1) 

Where 𝑖 is every node in Fuzzy ANFIS architecture, x is the 

input to node 𝑖, A, B is the linguistic label (such as small, 

large, etc.). 

 In this step, every type of membership function can be 

used. However, generalized bell type were used to provide 

maximum equal to 1 and minimum equal to 0 outputs. 

Therefore, we can obtain: 

µ𝐴𝑖(𝑥) =
1

1 + (
𝑥 − 𝑐𝑖

𝑎𝑖
)

2∗𝑏𝑖
 

(2) 

where a, b, c is the parameter set. 

 The second step is contributed to the firing strength of 

fuzzy inference using multiplication of the two input signals. 

Every node represents the. 

O𝑖
2 =  µ𝐴𝑖(𝑥) µ𝐵𝑖(𝑥), 𝑖 =  1, 2 (3) 

For the next step, normalization then applied for each firing 

of fuzzy inference. 

𝑂𝑖
3 =  𝑊𝑖 =

𝑊𝑖

𝑊1 + 𝑊2
 , 𝑖 =  1, 2 (4) 

Where W is the firing strength of the node and 𝑊𝑖 is the 

normalized firing strength of the node. 

 The next step contributed to the calculation of the output 

based on the parameters of the rule consequent. 

𝑂𝑖
4 =  𝑊𝑖  . 𝐹𝑖  =  𝑊𝑖  . (𝑃𝑖𝑥 +  𝑄𝑖𝑥 + 𝑅𝑖𝑥 ), i =  1,2 

(5) 

Where 𝑃, 𝑄, 𝑅 is the parameter set. 

 Finally, the last step computes the overall output as the 

summation of all input signals. 

𝑂𝑖
5 = 𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑂𝑢𝑡𝑝𝑢𝑡 = ∑ 𝑊𝑖  𝐹𝑖

𝑛

𝑘=0

=
∑ 𝑊𝑖𝐹𝑖

𝑛
𝑘=0

∑ 𝑊𝑖
𝑛
𝑘=0

 (6) 

 

 

Fig. 5. Fuzzy Sugeno Architecture [103]. 

2) Adaptive Neuro Fuzzy Inference System (ANFIS) 

Adaptive Neuro Fuzzy Inference System (ANFIS) was 

developed by Jang Jyh Shing Roger in 1993, based on the if-

then rules of fuzzy Takagi Sugeno [104]. With the ANFIS 

method, the fuzzy inference system can adapt naturally based 

on its training data (training data). ANFIS is composed of 

artificial neural network method that based on the Takagi - 

Sugeno fuzzy inference system. Since this method integrates 

both methods from neural networks and fuzzy logic methods, 

it has the potential to capture the advantage of both in one 

framework. This inference system works according to a set of 

fuzzy IF-THEN rules that can learn to estimate nonlinear 

functions. Therefore, ANFIS is considered a Universal 

Estimator (universal assessor). ANFIS architecture based on 

Jang’s research composed of five stages, as shown in the Fig. 

6. The square shapes show adaptive nodes, while the circular 

shapes are the fixed nodes (see Fig. 6). 
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Fig. 6. ANFIS Architecture is based on Takagi-Sugeno fuzzy inference 

system by Jang [105]. 

 ANFIS uses a fuzzy Sugeno algorithm as a basic 

algorithm, therefore ANFIS are using equations 1-5 as a basic 

algorithm. Then Jang uses gradient descent and chain rule so 

that its parameter can be optimized. ANFIS learns from chain 

rule and gradient descent, we need to know the error rate for 

data training for each node output. We can assume i-th 

position node outputs define O𝑖, the data training sets has P 

number of input, and the error function can be calculate as: 

 𝐸𝑝 = ∑ (𝑇𝑚𝑝

#𝐿

𝑚=1

− O𝑚𝑝
𝐿 )2 (7) 

Where 𝐸𝑝 is the error measure which the sum of squared 

errors, 𝑇mp is the m component from the 𝑃 output target 

vector and O 𝐿
𝑚𝑝

 is the m component from the actual output 

vector that has been deliver by the 𝑃 input vector. 

 Hence, the error rate can be calculated as: 

 
𝜕𝐸𝑝

𝜕O 𝑘
𝑖 𝑝

= ∑
𝜕𝐸𝑝

𝜕O 𝑘+1
𝑚 𝑝

 
𝜕O 𝑘+1

𝑚 𝑝

𝜕O 𝑘
𝑖 𝑝

#𝑘+1

𝑚=1

 (8) 

where 1 ≤ 𝑘 ≤ 𝐿 − 1 is the error rate of an internal node. it is 

expressed as the linear combination error rate of nodes in the 

next step. Therefore, for all 1 ≤ 𝑘 ≤ 𝐿 and 1 ≤ 𝑖 ≤ #(𝑘), we can 

find 
𝜕𝐸𝑝

𝜕O 𝑘
𝑖 𝑝

, using mathematical equations (7) and 8). Thus, we 

have α as a parameter of the adaptive network. 

 
𝜕𝐸

𝜕α
= ∑

𝜕𝐸𝑝

𝜕O ∗

𝜕O ∗

𝜕α
𝑂∗𝜖𝑆

 (9) 

Where 𝑆 is shows the set of nodes whose output depends on 

α. 

 Derivative for overall error measurement 𝐸 concerning α 

is 

 
𝜕𝐸

𝜕α
= ∑

𝜕𝐸𝑝

𝜕α

𝑝

𝑝=1
 (10) 

Therefore, we can write the updated mathematical equations 

for generic parameter α as follows: 

 Δα = −𝜂
𝜕𝐸

𝜕α
 (11) 

Where η is a learning rate. 

The learning rate can be written as 

 

𝜂 =  
𝑘

√∑

 

(
𝜕𝐸
𝜕α

)2α

 

(12) 

Where 𝑘 is the step size or length of each gradient transition 

in the parametric space. 

B. NN (Neural Network) 

NN (Neural Network) is a computational intelligence 

inspired by the brain biological neural networks that mimic 

brain behavior from living things. NN methods have been 

used to solve many problems, from motor control [106], 

human detection [107], forecasting [108], [109], and many 

more. The system will do its job by considering previously 

accepted examples (called data training) [110]. Currently, 

there is a lot of NN variation that has been developed to solve 

a lot of problems such as LMANN [111], CNN [112], GNN 

[113], BNN [114], and many more. In this subsection, we 

would like to present a few methods use in ANN to solve a 

real-world problem. 

1) ANN (Artificial Neural Network) 

ANN is based on a combination of connected units or 

nodes called artificial neurons. This neuron is modeled based 

on neurons in the biological brain. Each connection, like a 

synapse in the biological brain, can send signals to other 

neurons. The artificial neuron that receives the signal will 

process it and then can signal the next neurons connected to 

it. An ANN consists of processing elements called neurons, 

which are connected to other processing elements by rules 

and weights. This network element products and biases are 

added and then passed through an activation function to 

produce an output [115]. One layer ANN network can be 

written with a simple equation: 

 𝑎𝑖 = 𝑓𝑖(𝐼𝑊𝑖𝑝𝑏𝑖) (13) 

Where 𝑊 is Scalar weight, 𝑃 is Scalar input, 𝐵 is Scalar bias 

and 𝑓 is Transfer Function. 

Recently several ANN optimization algorithms have been 

produced to solve real-world problems such as Levenberg 

Marquardt. 

2) Levenberg Marquardt ANN 

For the network to be able approximate any function with 

a finite number of discontinuities, multiple layers can be built 

so that the network can act as a general function 

approximator. These multiple layers are called feedforward 

networks. This network is trained by initiating weight and 

bias and also need an examples of good network behavior 

(network inputs p and target outputs). During training, the 

weights and biases of the network are iteratively adapted to 



Journal of Robotics and Control (JRC) ISSN: 2715-5072 444 

 

Galang P. N. Hakim, Survey Paper Artificial and Computational Intelligence in the Internet of Things and Wireless Sensor Network 

minimize the error of network performance function (mean 

square error). To adjust weights and biases, the gradient of 

the performance function was used to determine how to 

adjust the weights to minimize error performance, which is 

called backpropagation (performing computations backward 

through the network). Conventional back propagation neural 

network uses first order steepest descent based on calculation 

of the gradient of the total squared error for each layer. 

𝐸(𝑛) =
1

2
∑ 𝑒𝑘

2(𝑛); 𝑒𝑘(𝑛) = 
𝑚

𝑘=1
𝑑𝑘(𝑛) − 𝑦𝑘(𝑛) (14) 

Where n is a training epoch, m is number of outputs, d is 

desired (target) output, y is actual ANN output, and E is 

mean-squared error surface. 

The weight update can be written as: 

𝑊(𝑛 + 1) = 𝑊(𝑛) + ∆𝑊(𝑛) (15) 

Thus, 

∆𝑊(𝑛) = −𝜂
𝜕𝐸(𝑛)

𝜕𝑊(𝑛)
= −𝜂 𝛻𝐸(𝑛) (16) 

Where W is weight update and η is a training rate. 

An algorithm that uses simple steepest descent 

minimization based on first order minimization is slow due to 

the computation of error serially on a layer-by-layer basis 

[116]. Therefore, to avoid oscillation around a local 

minimum and increase the speed of training the weight 

update is compute using composed techniques such as 

adaptive learning rate * and momentum term . 

∆𝑊(𝑛) = − ∗ ∇𝐸(𝑛)+ 𝑊(n −1) (17) 

The momentum method meant to found some curvature 

information about the error surface by averaging the gradient 

locally. Another algorithm for minimization of error E(n) is 

based on optimization method that use a second order 

derivative of performance index or cost function J(w). 

J(W𝑛+1) = J(W) + W∇J(w) +
1

2
W∇2J(w) + ⋯ 

 (18) 

Where 

𝜕𝐸(𝑛)

𝜕(𝑊(𝑛))
= 𝛻𝐽(𝑤) = 𝑔 (19) 

Which is the gradient of performance index, and 

𝜕2𝐸(𝑛)

𝜕2(𝑊(𝑛))
= 𝛻2𝐽(𝑤) = 𝐻 (20) 

This algorithm was designed to approximate second-order 

training velocity without the need to calculate the Hessian 

matrix (36). When the performance function is the sum of 

squares (as in training feed-forward networks) thus the 

hessian matrix can be written as: 

𝐻(𝑛) = 𝐽𝑇(𝑛) 𝐽(𝑛) (20) 

The gradient can be written as 

𝑔(𝑛) = 𝐽𝑇(𝑛) 𝐸(𝑛) (20) 

Where J is the Jacobian matrix that contains the first 

derivatives of the network errors concerning the weights and 

biases. This Jacobian matrix can be calculated through a 

standard backpropagation method that is much simple than 

calculate the Hessian matrix. The LM-ANN (Levenberg-

Marquardt Artificial Neural Network) algorithm uses this 

approximation to the Hessian matrix [35] in the following 

Newton-like update formula. 

𝑊(𝑛 + 1) = 𝑊(𝑛) − [𝐽(𝑛)𝑇 𝐽(𝑛) + 𝜇𝐼]−1𝐽𝑇(𝑛) 𝐸(𝑛) (20) 

Where μ is a non-negative scalar, that controls both 

magnitude and direction and I is an identity matrix. 

When the scalar μ is zero, which is Newton's method. 

However, when μ is large, this becomes a gradient descent 

with a small step size. Newton's method is known to be faster 

and more accurate in achieving an error minimum, so this aim 

is to shift towards newton's method as faster as possible. 

Thus, μ is decreased after each time successful step 

(reduction in performance function) and is increased only 

when a tentative step would increase the performance 

function. In this way, the performance function then will 

always be reduced at each loop of the algorithm, thus making 

this algorithm to be the fastest method for training medium 

sized feed forward neural networks (up to several 

hundredweights) [117], [118]. 

IV. COMPUTATIONAL INTELLIGENCE IN IOT WSN 

FUNCTIONALITY 

Based on research conducted by Alfuqaha there is 6 IoT 

element functionality [54], such identification, sensing, 

communication, processing, service, and semantic. The 

computational intelligence can be applied in IoT WSN 

functionality as the example below: 

A. Identification 

This element is important in IoT because it serves as an 

IoT node identifier. If an IoT node is connected to the internet 

and we would like to process the specific data from a specific 

node, we cannot mistake it for another node. therefore, the 

node must be recognized and identified as the correct node. 

there are 2 main categories for identification which are 

naming and addressing. Naming means the object ID has the 

meaning of the name of the object such as "object 1" while 

address means the address where the object is in the 

communication network where the IoT device is used. The 

example IoT node naming for identification such as 

electronic product codes (EPC) [119], Radio Frequency 

Identification (RFID) [120]–[123], Finger Print [124], 

ubiquitous code (uCode) [125], [126]. The example IoT node 

addressing for identification such as IPv4 [127], [128], and 

IPv6 [129]–[132]. 

Besides identification naming and addressing, there are 

also identification methods proposed by other researchers 

such as DCNI (Dynamic Critical Node Identification) [133], 

Fog Computing and blockchain [134], [135], SEI (Specific 

Emitter Identification) using neural network method to 

identified IoT node using raw IQ (in-phase and quadrature) 
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stream [136], blind IoT Node identification using neural 

network multilayer perceptron-based models [137], Fuzzy 

Sugeno to identify faulty IoT node [138], Trust Based 

Neighbor Identification using Fuzzy Topsis and AHP to 

minimize security risk [139], and many others. 

B. Sensing 

Sensing functionality in IoT serves to collect data through 

the IoT WSN node. usually sensing are done using direct 

measurement such as humidity sensor [140], [141], 

temperature sensor [142]–[144], gas sensor [145]–[147], 

piezoelectric [148], and many other [149]–[151]. However 

there are several indirect sensing such as the use of GPS to 

measure distance traveled [152], speed [153], tracking 

current location [154], [155], and also a camera for video 

[156] or picture sensing [157]–[159]. This indirect sensing 

sometimes needs to be done because of sensor limitations. 

Other methods proposed by researchers are using 

computational intelligence (machine learning) to enhance 

recognition such as CNN (Convolutional Neural Network) 

[160]–[163], SVM (support vector machine) [164]–[166], 

Naïve Bayes [167], and KNN [168]. 

C. Communication 

Communication functionality in IoT WSN has a purpose 

which is to connect between nodes in the WSN network and 

also the gateway to the internet network. With this function, 

IoT nodes can communicate with each other so that the data 

that has been captured and collected can be transmitted and 

sent to the IoT WSN gateway by using hop-to-hop 

communication. Communication technology that used in IoT 

include Wi-Fi [169]–[171], Bluetooth [172]–[174], NB-IoT 

[175]–[177], 5G [178]–[180], Sigfox [181], [182], LoRa 

[183]–[185], VSAT [186]–[188], fiber optic [64], [189], 

[190] and more. 

However, IoT WSN communication suffers several 

communication issues. This issue occurs repeatedly such as 

delay [191]–[193], interference [194]–[196], packet loss 

[197] and more [198], [199]. Therefore, to build a good IoT 

WSN problem, we must minimize communication problems 

and improve its communication (data transmission) over 

long-range coverage of the IoT WSN network. To do this 

several researchers propose a computational intelligence to 

provide optimized and good path routing [200], minimize 

power consumption (increase network lifetime) [201], [202], 

and increase IoT WSN Quality of service [203]. Some 

researchers propose to solve the problem directly which 

optimizes the network performance. The Computational 

Intelligence method to perform this feat includes DPSO 

(discrete particle swarm optimization) and GA (genetic 

algorithm) [204], chicken swarm-based genetic algorithm 

[205], Fuzzy System [206]–[209], CNN [210], ACO (Ant 

Colony Optimization) [211] and FFA (FireFly Algorithm) 

[212]. However, some researchers hope to use indirect 

methods to solve IoT WSN communication problems such as 

environmental modeling for wireless data transmission (radio 

propagation modeling) [213], [214]. The Computational 

Intelligence method to perform this feat including ANFIS 

[105], CNN [215], Random Forest [216], PSO (Particle 

Swarm Optimization) [217], Markov Chain [218], and more. 

D. Processing 

This element function works as an IoT processing unit 

(the brain of IoT). This element is in charge of processing the 

data that has been collected inside the IoT. Data will be 

processed to produce information following the services 

requested by the user. There are several processing elements 

in IoT. The first element would be processing data from 

analog to digital which is inside the IoT node. the second 

processing would be cloud computing technology. Cloud 

provides facilities for IoT objects to transmit, collected, and 

store data to the cloud. Cloud also serves to provide facilities 

for big data so that data can be calculate and processed in real-

time.  

E. Service 

Based on research conducted by Gigli and Koo [219], 

services in IoT are categorized into 4 classes as  

• Identity-related services, these services work for 

applications that relate to objects in the virtual world, to 

identify or as object identifiers. An example of 

application identity-related services such as logistics or 

shipping. 

• Information aggregation services, the information 

aggregation service is useful for collecting rough data on 

the results of sensor acquisition, where this raw data needs 

to be reprocessed so that it can be delivered in form of IoT 

applications that contain specific services. An example of 

an information aggregation service is a smart grid and 

health care. 

• Collaborative-aware, collaborative-aware services 

function as a service that uses the data obtained and has 

been stored as material for the decision-making process. 

Example of collaborative awareness is the smart home, 

smart building, and industrial automation. 

• Ubiquitous, for ubiquitous services, it is used to provide 

collaborative-aware services whenever needed for anyone 

and anywhere. An example of Ubiquitous service is smart 

cities. 

F. Semantic 

This service can extract knowledge to provide the needed 

services. Knowledge extraction that occurs in this service 

includes the use of modeling resources and information. This 

service also includes analyzing data and using it to make the 

right decisions to provide the right services and as required. 

Therefore, in other words, semantics is the most important 

and it was a backbone of IoT because it can classify the needs 

according to the right resources [220]. This semantic 

serviceability is supported by semantic web technology, 

including Resource Description Framework (RDF) and Web 

Ontology Language (OWL). 

 Processing, service, and semantic functionality act as one 

unit functionality. Processing functionalities are driven by 

service functionality, and in terms of the information, age 

services are useless and cannot be separated from 

computational intelligence. This is because computational 

intelligence will provide data processing depending on the 

service desired by the user and then semantics will display 

the data exactly as the user intended. An example of this 

would be the manufacturing process proposed by Syafrudin 

et al. IoT node has generated sensor data such as 
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accelerometer, humidity, temperature, and gyroscope from a 

real-time manufacturing process. Then Outlier detection and 

Random Forest classification were used to erase outlier data 

sensor and serve as fault detection during the manufacturing 

process. The semantic result was IoT-based sensors and the 

proposed big data processing system makes it very efficient 

to monitor the manufacturing process [221]. Another 

example was proposed by Yu et al. The processing is use 

LSTM (long short-term memory) deep learning network 

methods to process all IoT data and provide semantic services 

such as New York City temperature forecasting [222]. 

Besides those two computational intelligence methods, there 

are a lot of other methods to process and provide semantic 

services such as KNN [223], DTMC (Discrete-time Markov 

chain) [224], SNN [225], CNN [226], Random Tree [227], 

and more. We can summarize Computational Intelligence in 

IoT WSN Functionality in Table 2. 

TABLE II.  COMPUTATIONAL INTELLIGENCE IN IOT WSN 

FUNCTIONALITY 

Functionality Computational Intelligence 

Identification 
NN [136], NN MLP [137], Fuzzy Sugeno [138], 
Fuzzy Topsis & AHP [139] 

Sensing 
CNN  [160]–[163], SVM [164]–[166], Naïve Bayes 

[167], KNN [168]. 

Communication 

PSO [217], DPSO [204], GA [204], Fuzzy [206]–
[209], CNN [210] [215], ACO [211], FFA [212], 

ANFIS [105], Random Forest [216], Markov Chain 

[218]. 

Processing 
Random Forest [221], LSTM [222], KNN [223], 

DTMC [224], SNN [225], CNN [226], Random 
Tree [227]. 

Service 

Semantic 

V. CHALLENGES & ISSUE FOR COMPUTATIONAL 

INTELLIGENCE IN IOT WSN 

Computational Intelligence has taken IoT applications to 

go the next level, which is close to the AI-Driven IoT 

application. However, many problems are not solved easily 

for IoT WSN applications. Hence, in this section, we would 

like to explain the challenges of computational intelligence 

and its relationship with IoT WSN.  

A. Optimum Computational Intelligence method for 

Optimum IoT application 

Computational Intelligence is not omnipotent for every 

IoT application. An example of this can be seen in IoT WSN 

path loss modeling for radio propagation and data 

transmission. In some of the research, BPNN (Back 

Propagation Neural Network) has obtain the highest accuracy 

with a minor difference (0.14 and 0.35) compared to SVR 

(Support Vector Regression) and RF [228], while others 

researcher has state that ANN (Artificial Neural Network) 

and RF have remarkably identical performance [229]. Even 

though BPNN and ANN already demonstrate well in the path 

loss model, however, there are a lot of researchers who use 

ANFIS for path loss modeling [230], [231]. Although ANFIS 

was another variation of ANN besides BPNN, ANFIS 

optimized fuzzy with neural network [104]. With this 

combination design, it makes ANFIS likeable because of its 

transparency in associations to reach the optimal predicted 

path loss model [232]. The example above indicate that we 

cannot easily accept that there is some Computational 

Intelligence method that has performed above other methods. 

Thus, every computational intelligence method that has been 

applied in IoT applications needs to be investigated its 

performance properly. 

B. Computational Intelligence with optimizing Low Power 

Consumption versus Computational Intelligence with 

optimizing Quality of Service 

IoT-WSN has allowed us to provide and collect data from 

the environment or our real-world using sensors embedded in 

the IoT-WSN node. this process requires a very low power 

consumption. However, in IoT WSN applications there are 

also data collection processes that require a lot of power 

consumption. This data collection process such as voice, 

image, and video recognition requires a certain 

Computational Intelligence (algorithm) for detection and 

recognition [233]. This detection and recognition process has 

high computational power consumption [234]. If this IoT 

WSN node is connected using a cable such as ATM [235], it 

will have unlimited supply power and there will be no issue 

with this. However, for IoT WSN which is a mobile 

application, a high computational power consumption means 

a drawback for the IoT-WSN node. Researchers have realized 

that this mobile IoT suffers from small and limited energy 

[236]. This small energy capacity has limited IoT-WSN node 

capability to operate on mobile and for a long time [237]. 

Therefore, to prolong IoT-WSN nodal life, few researchers 

propose an efficient Computational Intelligence method such 

as HOG-LX that propose for image and motion detection 

[238].  

Another process that takes a huge power consumption 

besides the data collection process, would be the 

communication process. This communication process takes 

huge power that cause by separated IoT WSN node 

placement to serve a huge coverage area. This separated IoT 

WSN node always communicate with each other and 

provides data hop-to-hop transmission from the faraway node 

to the close node with the gateway. Therefore to prolong IoT 

WSN lifetime several researchers propose an efficient power 

routing communication or energy management 

communication such as LEACH [239], [240], MUSTER 

[241], PDORP [242], and many others [243]–[247]. 

However, efficient power routing communication is also not 

enough. The researcher also intends to maximize the 

satisfaction of the services for the IoT WSN application 

[248], which is QoS (Quality of Service). Therefore, energy 

optimization and QoS maximization Computational 

Intelligence is still one of the biggest issues in IoT WSN 

applications. 

C. Computational Intelligence for Optimum Accuracy 

Forecasting and Decision Making 

IoT platform application has created additional value for 

the digital economy in this information age. Furthermore, IoT 

platform applications that were once considered small and 

quirky now have become essential in every Business model. 

Companies that deploy IoT platform business models 

continue to surprise and challenge conventional method to 

create more value. Their company has also been among the 

first to understand and try harness data-centric strategies, and 
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many have moved to the front of a wide range of disruptive 

technologies, from cloud to IoT Computational Intelligence. 

This has created the need for highly accurate forecasting and 

decision-making Computational Intelligence.  

There is a lot of forecasting and decision-making 

Computational Intelligence such as FTS (Fuzzy time Series), 

ARIMA, ANN, AHP [249], SAW, ANFIS [250], and many 

others. However, many researchers still develop and propose 

a new Computational Intelligence method that can increase 

forecasting accuracy and decision making. many researchers 

propose to optimize Computational Intelligence using other 

Computational Intelligence methods. This example can be 

seen in Zhang et al research. In those research, Zhang et al 

propose to combine DBN (Deep Belief Network) with R-

LSTM-NN (Recurrent LSTM Neural Network) to provide 

semantic service which predicts the fire hazard values or 

other various problems that are gathered from cities using IoT 

nodes in smart cities application [251]. Another example can 

also be seen in Deng et al research. Deng et al propose to 

combine FTS with PSO to obtain higher forecasting accuracy 

Taiwan Stock Exchange Capitalization Weighted Stock 

Index (TAIEX) [252]. Therefore, there is the need to optimize 

or combine Computational Intelligence in IoT WSN 

applications to provide higher accuracy and achieve higher 

decision-making conclusions.  

D. Computational Intelligence for Security Anomaly 

Detection 

IoT WSN application has a very wide coverage area 

service. With the growing in the number of IoT connected 

devices and additional services, it will make security 

management become a drawback in terms of size, cost, and 

power. This, in turn, makes IoT more vulnerable to security 

attacks, and ultimately causing enormous financial and also 

reputational losses. It is very urgent and also very challenging 

to provide Computational Intelligence for security. Even 

though there are several Computational Intelligence security 

before such as Text-CNN [162], SDRK[253], and others 

however these are not omnipotent algorithms to detect and 

overcome the cyberattack.  

VI. FUTURE TREND FOR COMPUTATIONAL INTELLIGENCE IN 

IOT WSN 

IoT WSN is a mobile application that serves a huge 

coverage area. With that huge coverage, a lot of things can 

happen, from dead nodes to obstacles due to natural events. 

This event can cause degradation in IoT WSN application or 

worse missing node or network. Fortunately, this missing 

node can be recovered using a self-maintenance mechanism 

[254]. This mechanism changes the static network to become 

a dynamic network in configuration [255]. This kind of 

network is called SON (self-organizing network) model. 

SON is defined in 3GPP, which is a standardization for 

mobile communication network (cellular network) features. 

This standardization reconfigures the radio base station to 

achieve an optimized network by itself (automatically) [256], 

[257]. This SON model can be applied in any type of 

network, especially IoT WSN networks that use 

Computational Intelligence methods to reconfigure its 

parameter. 

VII. CONCLUSION 

This paper surveys various aspects of IoT WSN 

technologies. This paper also surveys Computational 

Intelligence and its relationship with IoT WSN technologies. 

It provides detailed research activities concerning how 

Computational Intelligence methods in IoT WSN can raise 

the level close to the AI-Driven IoT application. To build a 

good understanding of application Computational 

Intelligence methods in IoT WSN, in this paper we also 

present various challenges (issues). In the last of our 

presentation, we discuss the future direction of 

Computational Intelligence methods in IoT WSN, that 

introduce the dynamic network concept. 
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