
Journal of Robotics and Control (JRC) 

Volume 4, Issue 1, January 2023 

ISSN: 2715-5072, DOI: 10.18196/jrc.v4i1.16808 46 

 

 Journal Web site: http://journal.umy.ac.id/index.php/jrc Journal Email: jrc@umy.ac.id 

Smart Attendance System based on Improved Facial 

Recognition  

Thai-Viet Dang 1,* 
1 Department of Mechatronics Engineering, Hanoi University of Science and Technology, Hanoi, Vietnam 

Email: 1 viet.dangthai@hust.edu.vn 

*Corresponding Author 

 
Abstract—Nowadays, the fourth industrial revolution has 

achieved significant advancement in high technology, in which 

artificial intelligence has had vigorous development. In practice, 

facial recognition is one most essential tasks in the field of 

computer vision with various potential applications from 

security and attendance system to intelligent services. In this 

paper, we propose an efficient deep learning approach to facial 

recognition. The paper utilizes the architecture of improved 

FaceNet model based on MobileNetV2 backbone with SSD 

subsection.  The improved architecture uses depth-wise 

separable convolution to reduce the model size and 

computational volume and achieve high accuracy and 

processing speed. To solve the problem of identifying a person 

entering and exiting an area and integrating on advanced mobile 

devices limits to (such as limited memory and on-device storage) 

highly mobile resources. Especially, our approach yields better 

results in practical application with more than 95% accuracy on 

a small dataset of the original face images. Obtained frame rate 

(25 FPS) is very favorable compared to the field of facial 

recognition using neural network. Besides, the deep learning 

based on solution could be applicable in many low-capacity 

hardware or optimize system’s resource. Finally, the smart 

automated attendance systems is successfully designed basing 

on the improved efficient facial recognition. 

Keywords—Artificial intelligence; Attendance system; Facial 

recognition; Internet of Thing (IoT); MobileNets 

I. INTRODUCTION  

Nowadays, the fourth industrial revolution has achieved a 

incredible convergence of emerging technological 

breakthroughs, which is an opportunity to solve the 

challenges that exist worldwide. In a wide range of real life 

and practical systems, attendance plays a pivotal role in 

determining academic performance of learners [1-9]. Almost 

automatic human identification systems are based on 

traditional methods such as fingerprints, passwords, and ID’s 

users [1, 2]. But forgetting a password and losing an ID card 

becomes inconvenient problems. Hence, new technologies 

have been applied into detecting participation, such as such 

as the use of QR Code [3, 4] or RFID [5, 6]. QR Codes cannot 

be read by linear barcode scanners. Therefore, they require 

camera-based image processing systems in fixed reading 

distance. Sultana et. al., in [7] presented a attendance tracking 

system based on Android by extracting the GPS data. Then, 

Mahesh et. al. in [8] integrated a smartphone with smart 

classroom based on facial recognition technology to improve 

the quality of monitoring. RFID depends on the physical 

frequency of use. The quality is affected by obstacles or 

wave-absorbing materials near the RFID reader. Other 

solutions introduce the use of biometrics’ indicators to 

acquire attendance including as follows: voice, fingerprints 

and face recognition [9-14]. In [10-12], fingerprints have also 

been used to identify and calculate the attendance number 

based on the time duration reports. Face recognition has many 

limitations in a real-world scenario because of lighting 

conditions and low-quality image processing [9, 13, 14]. 

Improved face recognition algorithm combines with support 

systems and devices ensure the stability and effectiveness of 

the attendance quality in the working environment conditions 

[13].  

Outstanding the face recognition problem [13-18] that 

requires high accuracy and good processing speed, research 

work for practical applications, etc. Despite recent advances 

in facial recognition, the large-scale implementation of 

effective facial recognition and verification presents severe 

limitations to current approaches. How to determine if the 

current image is correct with the information and whether the 

person's face is in the system or not by comparing the pre-

selected facial features from the image database. Pawar et al. 

in [15] used Local Binary Pattern (LBP) descriptors for 

converting the input image to a binary image. Then, the 

descriptors were extracted at multiple resolutions and 

concatenated into a regional feature vector. Continuously, the 

calculation of the histogram density on each block gave the 

histogram feature. Unfortunately, the feature extraction from 

histograms may be affected by external factors such as input 

image quality, light, etc. In order to minimize this influence, 

the article applied FaceNet for calculating the distance 

between face vectors. Shebani et. al. in [16] proposed the 

modified architecture of facial recognition including three 

patch LBP and four patch LBP were combined with Linear 

Discriminant Analysis (LDA) [16] and Support Vector 

Machine (SVM) [18-21] to perform face recognition 

accuracy by encoding similarities between neighboring 

patches of pixels. Among them, we consider about the 

problems with limited training data. Especially, the 

performance of facial recognition system need to be 

optimized with required accuracy and frame rate under 

limitation of system resources. 

Indeed, previous papers using Neural Network (NN) 

combined with LDA [22-29] have achieved facial recognition 

accuracy of more than 95% and processing speed of 4 FPS 

but due to many multi-layer’s perceptron (is a network with 

n (n ≥ 2) layers (usually the input is not taken into account): 

where there is an output layer (nth layer) and (n-1) hidden 

layer) which increases the computational volume. Pawar et 

al., in [15] proposed real-time face recognition with LPB 

mailto:viet.dangthai@hust.edu.vn


Journal of Robotics and Control (JRC) ISSN: 2715-5072 47 

 

Thai-Viet Dang, Smart Attendance System based on Improved Facial Recognition 

model applying into smart city model with only achieves 80 

% accuracy [24]. Then, T. V. Dang et. al. improved the facial 

recognition model in [28] to increase the accuracy of 87-90 

%. Besides the feature extraction from histogram has affected 

the recognition process. Hence, Convolutional Neural 

Networks (CNNs) have been developed as powerful models 

for image recognition problems requiring large-scale labeled 

training data. However, estimating millions parameters of 

deep CNNs requires a huge amount of labeled samples, 

restricting CNNs being applied to problems with limited 

training data [25]. Due to the successful application of deep 

learning, Deep Convolutional Neural Networks (DCNNs) 

improves the of face recognition [26]. MobileNetV2 is one of 

the most popular architectures of DCNNs in computer vision 

[26, 27]. Furthermore, the MobileNetV2 will optimize face 

recognition process by reducing the load on the convolutional 

network layers and replacing the Conv2D layer with a depth-

wise separable convolution layer. In addition, Single-Shot 

multibox Detection (SSD) uses the MobilenetV2’s output as 

the input for face detection. For the purposes of this study, 

the paper utilizes improved FaceNet model based on 

MobileNetV2 backbone with SSD subsection, which ensures 

solving the problem of object identification and can be 

applied to security or attendance systems using less-

resourced mobile devices with high obtained accuracy and 

speed. The output shows that this is an optimal model for low-

resourced mobile and embedded devices as follows: Jetson 

Nano (quad-core ARM Cortex-A57 CPU, 128-core 

Maxwell™ GPU) [29, 50-64]. According to practical 

examples, obtained face images reach to good detection 

performance with an accuracy of 95% and a fast inference 

speed of 25 FPS.  For small datasets and less resources in 

training model, the model is more efficient and faster than the 

state-of-the-art models which require larger datasets for 

training and processing. Finally, the smart attendance system 

is successfully designed based on the improved facial 

recognition and IoT technology [30-36].  

The rest of the paper is organized as follows. In Section 

2, the author describes the system design and related works 

in facial recognition of FaceNet model based on 

MobileNetV2 backbone with SSD subsection. In Section 3, 

the paper briefly introduces our proposed experimental 

system. Next, practical experiments of smart attendance 

system are conducted to compare with previous methods. 

Finally, a conclusion is presented in Section 4.  

II. PROPOSED METHOD  

A. System Design 

The structure of the automated attendance system is 

divided into two main processing tiers as shown in Fig. 1. At 

the user interface layer, there will be two layers of 

identification for optimal accuracy: identification and 

attendance based on fingerprint system and second 

attendance with camera system. After the data is collected at 

the first layer, transferring to the second layer for data 

processing. At here, the data will be completely calculated. 

Next, the lecturers will evaluate the final student’s score and 

save the data to the database at the end of the course. Finally, 

the data can be imported and exported by excel file. 

 
Fig. 1. The detailed structure of attendance monitoring system  

 

Hardware: 

Jetson Nano in Fig. 2: Jetson Nano 4GB embedded 

computer can run the model with low power from 5-10 Watt. 

Jetson Nano 4GB developer AI Artificial Intelligence 

Development Board including as follows: GPU: 128-core 

Maxwell; CPU: Quad-core ARM A57@1.43GHZ; Memory: 

4 GB 64-bit LPDDR4 25.6 GB/s and Storage: 16GB EMMC. 

With the features that Jetson Nano, especially the GPU-based 

board offers, We can deploy a practical attendance system 

with multiple recognition cameras requiring cameras with 

good enough resolution and from 25 FPS to 30 FPS. 

 

Fig. 2. Jetson nano with 8MP IMX219  

Fingerprint scanning module R305 in Fig. 3: a product 

with a small size, stable performance, and simple structure. 

Specifications: power supply from 3.6-6 VDC, 

communication type is USB 1.1 or TTL-UART, multi-

fingerprint recognition mode, baud rate: 57600 bps, average 

recognition time is less than 0.8s, etc. It helps scan and saves 

the user's fingerprint identification information, 

distinguishing it from fingerprints. Therefore, we use the 

fingerprint scanning module combined with Jetson Nano to 

enhance the attendance system and check identification 

functions. 

 

Fig. 3. Fingerprint scanning module R305. 
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Software: 

Use PYQT5, a utility tool for designing graphical user 

interfaces (GUIs). This is an interface written in python 

programming language for Qt, one of the most popular and 

influential cross-platform GUI libraries. Then, use some deep 

learning frameworks: Keras, Tensorflow, etc., for learning 

models [30]. 

B. Data Processing  

With the attendance system using a normal scan module, 

the whole data system will be processed on a single thread. 

However, a system combining fingerprints with facial 

recognition, the hardware system is depicted block diagram 

as shown in Fig. 4. Face recognition system using Jetson 

Nano capable of handling multiple video streams [31]. Jetson 

Nano is connected to the camera module for storing the 

acquired camera images. An observation device that connects 

to the Jetson Nano such as a TV or LCD monitor. Jetson Nano 

also supports Internet access with smart devices: mobile 

phones, laptops, and desktop computers [31-33].  

 

Fig. 4. Block diagram of the proposed hardware system 

Based on the proposed practical system, Fig. 5 shows the 

process of identifying and processing data. 

 

Fig. 5. The flow chart of data processing 

C. MobileNetV2 backbone and SSD subsection 

MobileNetV2 backbone: 

MobileNets are based on a streamlined architecture that 

uses depth-wise separable convolutions to build light weight 

deep neural networks in Fig. 6 [37-44]. 

 

                                       (a)                          (b) 

Fig. 6. Depthwise Separable Convolutions with (a) regular and (b) separable 

MobileNetV2 [37-43] improves over MobileNetV1 [26, 

44] to gain higher accuracy with fewer parameters and fewer 

calculations. In this section, we mainly introduce the core 

features of the MobileNetV2 to be used, the optimization of 

the loss function and utilizes the improved model architecture 

from FaceNet model. Fig. 7 illustrates MobileNetV2 using 

Depth-wise Separable Convolutions with linear bottlenecks 

and inverted residual block (shortcut connections between 

bottlenecks) [43]. 

 

                                    (a)                                  (b) 

Fig. 7. Separable convolutional blocks with (a) Separable with linear 

bottleneck and (b) bottleneck with passion layer. 

Subsequently, MobileNetV2's residual block is the 

opposite of traditional residual architectures, because the 

traditional residual architecture has a larger number of 

channels at the input and output of a block than the 

intermediate layers. Among layers, there is an inverted 

residual block, we also use depth-separated convolution 

transforms to minimize the number of model parameters. The 

solution helps the MobileNet model to be slightly reduced in 

size. The detailed structure of a depth-separated convolution 

of bottleneck with residuals is as follows in Fig. 8. 

 

Fig. 8. Bottleneck residual block converts from k to channel k' with stride 

and expansion factors. 

In the era of mobile networks, the need for lightweight 

and real-time networking is growing. However, many 

identity networks cannot meet the real-time requirements due 

to too many parameters and computations. To solve this 

problem, the proposed method using the MobileNetV2 

backbone achieves superior performance compared with 

other modern methods in the database of facial expressions 

and features in Fig. 9. 
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Fig. 9. Infrastructure of MobileNetV2 network 

Fig. 9 presents MobileNetV2's workflow using 1x1 point 

convolution to extend the input channels. Then use depth 

convolution for input linear feature extraction and linear 

convolutional integration to combine output features while 

reducing the network size. After size reduction, replace Relu6 

with a linear function to enable the output channel size to 

match the input. MobileNetV2 will be very useful when 

applied to SSD to reduce latency and improve processing 

speed. Besides Fig. 11 depicts subsection SSD [45, 46] which 

is one of the fast and efficient object detection features with 

better minimal processing time than YOLO [14] and Faster-

RCNN [46]. Consequently, the subsection SSD uses 

MobilenetV2 backbone to extract the feature map and adds 

extra bits to predict the object (see Fig. 10). 

 

Fig. 10. The architecture of SSD network. 

D. FaceNet Embeddings   

FaceNet uses initiation modules in blocks to reduce the 

number of trainable parameters [13]. This model takes a 

160×160 RGB image and generates a 128-d embedding 

vector for each image. FaceNet features extraction for face 

recognition. Use Facenet to decompose facial features into 

vectors and then use the triplet loss function to calculate the 

distance between face vectors.  

First, the face will be represented as a vector so that the 

mathematical comparison and recognition process becomes 

easy. In face identification, we will need to calculate the 

similarity and difference between the faces we get, and in 

essence we will refer to the problem of calculating the 

distance between the vectors of Triplet Loss. Triplet is a set 

of three parameters we include: one face image of any person 

(query), one other face image of that person (positive), one 

different person's face image (negative) in Fig. 11. 

 

Fig. 11. Triplet Loss 

Second, instead of using conventional loss functions that 

only compare the output value of the network with the actual 

ground truth of the data, Triplet Loss introduces a new 

formula that includes three input values, including the output 

anchor of the network, positive 𝑥𝑖
𝑝
: the photo is the same 

person with the anchor, positive 𝑥𝑖
𝑝
: the photo is not the same 

person with the anchor. 

‖𝑓(𝑥𝑖
𝑎) − 𝑓(𝑥𝑖

𝑏)‖
2

2
+ 𝛼∀(𝑓(𝑥𝑖

𝑎), 𝑓(𝑥𝑖
𝑏), 𝑓(𝑥𝑖

𝑛))

∈ 𝑇 < ‖𝑓(𝑥𝑖
𝑎) − 𝑓(𝑥𝑖

𝑛)‖2
2 

(1) 

where α is the distance between the positive and negative 

pair, the minimum necessary deviation between the two 

values, 𝑓(𝑥𝑖
𝑎) is the embedding of 𝑥𝑖

𝑎. The above formula 

shows that the distance between two embeddings 𝑓(𝑥𝑖
𝑎) and 

𝑓(𝑥𝑖
𝑝
) will have to be at least α-value less than the pair 𝑓(𝑥𝑖

𝑎) 

and 𝑓(𝑥𝑖
𝑛). In other words, after training, the result obtained 

is that the difference between the two sides of the formula is 

as large as possible (meaning 𝑥𝑖
𝑎 get close to 𝑥𝑖

𝑝
). 

Finally, a pre-training image database is taken from the 
Labeled Face in Wild (LFW) dataset consisting of more than 
13000 images containing human faces [28, 47, 48] to obtain 
the trained FaceNet model with the architecture in Fig. 12. 

 

Fig. 12. The architechture of FaceNet model. 

E. Facial Recognition 

The recognition process consists of two main processes, 

face detection and face recognition. Each process uses 

different algorithms. In this paper, the author uses multilayer 

convolutional neural network to detect faces in frames and 

FaceNet feature extraction for face recognition. Below is the 

image data processing cycle in Fig. 13. During the face 

recognition process, the subsection SSD uses the 

MobileNetV2 backbone network to define the face’s box. But 

the last few layers of the network, such as FC, Maxpool, and 

Softmax will be ignored, and the output of MobileNetV2 will 

be used as feature maps to base the detection from the input 

images. 

 

Fig. 13. Facial recognition process. 

Then, FaceNet takes an image of each person's face as 

input and outputs a vector of 128 numbers representing the 

most important facial features. In machine learning, this 

vector is called embedding. Next, is a classifier used to get 
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the distance of the facial features to distinguish between 

several identities. Some of the most widely used algorithms 

in face recognition tasks are Support Vector Machine (SVM) 

in [18, 19], and K-Nearest Neighbor (KNN) in [50] because 

of their efficiency in multi-class classification. With face 

detection in frame, FaceNet model extract feature for face 

recognition at the final step in Fig. 14. 

 

Fig. 14. FaceNet model based on MobileNetV2 backbone and SSD 

subsection 

III. RESULTS AND DISCUSSION  

A. Experimental results  

First: With a multi-layer convolutional network, the pre-

training image database is taken from the Labeled Face in 

Wild (LFW) dataset consisting of more than 13000 images 

containing human faces [28, 47, 48, 49] in Fig. 15. 

 

Fig. 15. Labelled Face in Wild (LFW) Dataset 

Second: The attendance training data is a set of images of 

150 labeled people from three classrooms. Each classroom 

has 50 students will 50 their images to train for face 

recognition. Most of the faces of the dataset appearing in the 

direct face view image with full of feature information (see 

Fig. 16).  

 

Fig. 16. The sample of image for attendance training data 

We evaluate the FaceNet model based on the 

MobileNetV2 backbone network and SSD subsection using 

in a broader face dataset and compare it with models such as 

MTCNN using O-net, P-net, R-net in [7, 43, 48]. Besides, the 

test results in Fig. 16 show that the SSD-MobileNetV2 

achieves outstanding performance compared to the other 

models on the Jetson Nano embedded computer. First, Fig. 

17(a) only uses MTCNN. Second, Figs. 17(b) and 17(c) use 

Rectinaface model based on the backbone R512 and R50, 

respectively [47]. All of models in [7, 43, 48] gain the low 

frame rate at the same hight accuracy. Similarly, to the result 

of Rectinaface model based on MobilenetV2. Specially, the 

FaceNet model based on the backbone MTCNN [28] using 

for attendance system is about 87 to 90 %.  Finally, Fig. 17(e) 

shows the results of detected faces with SSD-MobileNetV2 

obtaining an accuracy of 97-99 % and a frame rate of 20-25 

FPS. 

 
(a)  

(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 17. The test results of some models in terms of accuracy and FPS rate 
with (a) MTCNN, (b) Retinaface-R512, (c) Retinaface-R50, (d) Retinaface-
MobileNetV2, and (e) SSD-MobileNetV2, respectively. 

The comparison among above facial recognition models 

is shown more clearly in Table 1. 

TABLE 1. TEST RESULTS OF EXPERIMENTAL FACE RECOGNITION MODELS. 

Model Backbone Dataset Accuracy 

(%) 

FPS 

MTCNN O-net, P-net, 

R-net 

widerface from 97 

to 100 

4.15 - 

4.32 

RectinaFace Renet-512 widerface 100 0.77 - 

0.83 

RectinaFace Resnet-50 widerface 100 2.07 - 

2.30 

RectinaFace MobileNetV2 widerface 100 4.48 - 

4.61 

SSD MobileNetV2 widerface from 97 

to 99 

20.25 - 

22.55 

 
We evaluate the performance of FaceNet model based on 

MobilenetV2-SSD in face recognition algorithm with 14 
random students’ faces. The model achieves the accuracy of 
from 91% to 94% as shown in Fig. 18. The experimental 
results have been really better than FaceNet based on the 
backbone MTCNN in [28]. 
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Fig. 18. Face recognition results based on MobileNetV2 backbone with SSD 
subsection 

B. Smart Attendance system 

The system operation is according to step by step-in real-
time activities as follows. 

Step 1: Login system in the first time by password and 
account of admin in Fig. 19(a). Then, use face recognition 

function to login later after identifying and training 
successfully.  

Step 2: Update the user’s face image in the main interface. 
All steps of facial recognition in Fig. 19(b) will be completely 
performed.  

 

(a)                                                          (b) 

Fig.19. The system interface with (a) login and (b) main interface of 

attendance system. 

 

Step 3: Collect data of student face’s image to train the 
face recognition model, next the system will automatically 
calculate the attendance score based on the detecting student’s 
participation frequency in Fig. 20. 

 

(a)                                                          (b) 

Fig. 20. The attendance system interface with (a) Class 1 and (b) Class 2 
 

Step 4: Export or import data by a excel file or send a email 
to admin. The lecturer also monitors student's diligence in Fig. 
21 each classroom, respectively. 

 

(a)                                                          (b) 

Fig. 21. The attendance system interface with (a) Class 1 and (b) Class 2. 
 

Step 5: Evaluate students by aggregate data in Fig. 22. 

 

Fig. 22. The monthly chart of student's diligence process. 

Based on the proposed experimental system, for small 
datasets and less resources in training model, the updated 
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FaceNet model is more efficient and faster than the previous 
state-of-the-art models which require larger datasets for 
training and processing. 

In terms of the ability of the system improving authenticity 
of the attendance, the purposed system illustrated two 
important attributes as follows. First, use automatic 
authentication of attendance, by face recognition, because it is 
the least evasive and require basic acquisition devices. 
Second, use small datasets and less resources in training 
model, and integrate on advanced limited mobile devices 
(such as limited memory and on-device storage) to highly 
mobile devices resource. 

IV. CONCLUSIONS 

This paper utilizes a FaceNet model based on the 
backbone MobilenetV2 with the subsection SSD to identify 
faces using depth-separated convolutional networks to reduce 
the model size and computational volume, with awe-inspiring 
results. The authors experimented with and evaluated the 
proposed model based on comparing different Rectinal 
models and MCTT backbone. Using the same dataset as 
widerface, SSD combined with MobileNetV2 backbone has 
ensured accuracy of about 99% in simulated experiments and 
91-95% in practical applications. The speed of process is 
effectively improved with the frame rate of 20-23 (FPS). For 
small datasets and less resources in training model, the 
updated FaceNet model is more efficient and faster than the 
previous state-of-the-art models which require larger datasets 
for training and processing. Besides, the deep learning based 
on solution could be applicable in many low-capacity 
hardware or optimize system’s resource. To improve the 
accuracy and speed rate, the input data is continuously refined 
and updated based on the peripheral factors. Hence, the 
author's next research direction is not only the promotions in 
system’s precisions and speed, but also the security and 
attendance enhancement with 3D facial recognition. 
Moreover, it will strengthen anti-face spoofing methods to 
increase system security. Finally, obtained results can apply 
for intelligent IoT system and smart services. 
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