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Abstract—Industrial delta robots with motion-and vision-

base controllers, providing high-precision and fast/flexible 

motion, normally come with high cost and complex software. 

Low-cost delta robots with vision solution could be beneficial to 

vast industries to increase productivity and to reduce labor cost. 

A delta robot using a low-cost motion controller and an open-

source vision system is developed to accomplish real-time visual 

servoing with high motion accuracy. In the low-cost motion 

controller, three parallel links’ upper-arm angles, computed 

from inverse kinematics for a given desired target position by a 

high-level computer, are used as reference position commands 

for three AC-motor drives. A low-level Arduino microcontroller 

is employed to convert these links’ angles to high-frequency 

pulses and on-off signals for synchronously controlling three 

motor angles and direction. Experimental results of a point-to-

point motion tracking exhibit high-precision repeatability. 

Synchronous pulse generation from Arduino microcontroller 

and structural misalignments of parallel links are major 

challenges for achieving high motion accuracy.  For the vision-

based system, the YOLOv5 algorithm is implemented along 

with a Python GUI Application. Then, the visual-servo 

performance is evaluated on localization accuracy and 

recognition rate of 3-color objects. However, a partial object 

occlusion can reduce the visual classification rate. A sorting task 

of 4-category medicine boxes demonstrate a high-speed pick-

and-place operation using the low-cost visual-servo system of 

this delta robot. Therefore, integration of low-cost visual 

servoing with this delta robot can revolutionize various 

industries, like automobile, pharmaceutical, and food sectors, in 

separating, sorting and packing applications. 

Keywords—Delta Robot; Inverse Kinematics; Pick-and-Place; 

Microcontroller; Visual Servoing; YOLOv5 Algorithm. 

I. INTRODUCTION 

Robotic and automation systems have become 

increasingly important and employed widely in today's 

various industrial applications. Industrial robots have been 

successfully used to handle many types of materials in 

production line or to replace human workers for performing 

repetitive task or working in hazardous environments in past 

few decades. Many industrial robot arms have been designed 

and developed to operate in a fixed position within a limited 

workspace. Generally, they can be programmed to perform 

repetitive and compound motions [1] with different payloads 

[2] and variable speeds [3] according to various task 

specifications. Industrial robots; such as serial-link 

manipulator [3], delta robots [4], hybrid robot [5], [6], 

flexible manipulator [2], [7] have been continuously 

researched and improved on different aspects of their 

capabilities, including wider working areas, high-speed 

movement, and flexible manipulations. 

The delta robot, known as a parallel or closed-loop 

manipulator, is usually composed of three parallel links in a 

combination of either revolute-revolute joints [8], [9] or 

prismatic-revolute joints [10], [11]. Several advantages of 

most delta robots over the conventional serial manipulators 

are 1) fast motion of its end effector, 2) motion accuracy and 

repeatability, and 3) large payload-capacity to body-weight 

ratio since driven actuators are fixed on the base plate and 

only light-weight linkages are moved. However, the delta 

robot generally yields a small reachable workspace of its end 

effector and requires complex kinematics [12] and dynamic 

motion controls [13]. To extend the end-effector workspace, 

a hybrid parallel robot was constructed by stacking 2 closed-

loop linkages [14]. Several challenges in the delta-robot 

design phase were must be overcome. For example, analysis 

of delta-robot workspace and singularity [14], [15] were 

more complex to identify than those of the serial manipulator, 

thus the inverse kinematics could assist in computation of the 

delta robot workspace [16]. A trade-off among performance 

constraints, prescribed workspace, structural kinematics, and 

joint torque requirement, et. al. could be considered as a 

multi-level optimization problem [17]. Moreover, solving the 

inverse kinematics of the delta robot could employ the 

artificial neural networks as a self-learning process [18]. 

Owning to flexibility of the delta-robot structure [19], a 

vibration suppression could be optimized in the trajectory 

planning by minimizing an elastic deformation of its moving 

platform with constrains on three-motor torques [20]. The 

fractional order PID controller, based on an inverse dynamic 

method to linearized and to uncoupled the delta-robot 

dynamic model [21], and a robust PD adaptive nonsingular 

finite-time synergetic control [22] were applied for trajectory 

tracking and pick-and-place tasks. Furthermore, a model-free 

iterative learning control strategy combining with Lyapunov 

approach [23] could precisely control the delta robot for 

nonrepetitive-trajectory applications. Several design and 

analysis of parallel manipulators have been incorporated in 

numerous medical applications: a bone-drilling simulation 

using a prismatic-revolute parallel manipulator [24], a 

singularity-free haptic device, constructed by linking a pair 

of two delta robots to a handle [25], finger-mounted haptic-

device prototypes [26], [27], a rehabilitation-massage device 

using the unified force-position control [28], and a prototype 

of robot-assisted surgery [29]. On the other hand, the serial-

manipulators can cover large workspace when their joints are 
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controlled independently, resulting in simplified kinematics 

computation and trajectory control of their end effector. 

However, the workspace and singularity of the serial 

manipulator must be consequently determined [30] and 

avoided [31] to obtain a safe and stable operation of the 

serial-link robot. In addition, low payload-to-weight ratio due 

to high inertia of successive linkages and low precision 

because of cumulative motion errors of connecting joints [32] 

must be taken into a consideration for specified industrial 

applications. 

Autonomous object grasping by the robot arm is one of 

challenging tasks that require in various industrial processes. 

Object detection/localization using the visual feedback as 

reference positions for multiple objects can be combined with 

kinematic and dynamic-motion analyses of robotic 

manipulator such that real-time robotic grasping is 

achievable. Several hurdles in robotic grasping must be 

prevailed to improve robot-motion speed, object position 

identification, robotic/automation dynamic constraint and 

accurate camera-to-robot pose estimation. A 6-ODF serial 

robot arm could grasp textureless planar parts using an 

improved moment-based visual servoing by combining 

image moments with 3D rotation [33]. For pick-and-place 

operation, vision system [34], [35], [36] could estimate the 

position and shape so that a motion control of the delta robot 

could be coordinated with the conveyer motion to perform a 

real-time object picking. Also, the delta-robot visual-tracking 

platforms have been used to provide feedback signal for 1) 

dynamically visual-servo tracking, employing template 

matching method on FPGA [37], 2) tracking the position 

trajectory and controlling desired end-effector force 

simultaneously [38], 3) optimizing controller designs with 

respect to both camera and robot-geometric parameters [39] 

and 4) computing position and velocity of tracked objected 

and automatically camera calibration [40]. Furthermore, 

kinematic parameters identification of a delta robotic system, 

consisted of three delta manipulators acting as an individual 

finger, could be accomplished using a pose estimation with 

marker board detection from a vision system [41]. 

The visual servo using YOLO (You Only Look Once) 

algorithms could enhance accuracy of both object position 

estimation and object classification to accomplish flexible 

robotic grasping in real time. The YOLO algorithm, which is 

one of the most popular one-stage object-detection 

algorithms, simultaneously performs both object 

classification and localization [42]-[44] with a smaller 

inference time than several conventional two-stage object 

detections, like R-CNN, fast R-CNN and Faster R-CNN [46]-

[47], which exhibit comparable accuracy with the YOLO 

algorithm. Based on Convolutional Neural Network (CNN) 

architecture, the YOLO can predict objects’ class with 

associated probability across many categories and parallelly 

detect their positions within bounding boxes. Due to its fast 

and accurate detection capability, the YOLO algorithm has 

been used in various applications, for instance, precision 

livestock monitoring [48]-[49], face-expression 

identification [50] face detection in complex scene [51], real-

time driver assistance system [47], [52]-[53], real-time 

multiple-object surveillance system of traffic scene [54] and 

tracking/detection of petrochemical equipment for 

static/moving scenes [55]-[56]. Even though, several vision-

based systems using the YOLO-v4 and YOLO-v5 algorithms 

for object detection and recognition, incorporated with a 5-

DOF serial-link arm [57], a cobot arm [58] or a YuMi dual-

arm collaborative robot [59], can detect and classify multiple 

objects with a small inference time as well as the robot 

gripper was able to reach the target or catch-point position of 

the specified object, but they did not impose any constraint 

on pick-and-place operational time or accuracy of grasping-

position of the robot gripper. On the other hand, the YOLOv4 

unified with a particle filter algorithm could guide a UR3 

robotic arm to track and to grasp a moving object at high 

speed with a success rate of 88% [60]. However, most robotic 

grasp-task researches were employed the industrial 

collaborative robotic arms that come with a pre-built 

industrial grade motion controller. 

Industrial delta robots can also achieve high motion 

precision even with varying dynamic load. Nevertheless, cost 

of the industrial delta robot, sold on the market, is very high 

up to several thousands of USD. Typical applications of 

industrial parallel manipulator, such as “FlexPicker” from 

ABB with fast cycle times [61], were employed in food and 

electronic industries for sorting and packaging various food 

products [15], [62] since their linkages can be easily wash 

and clean. Moreover, a commercial 3D-printed delta robot 

[63] with a precise motion controller became more attractive 

for industries and researchers due to lower price around a few 

thousand of USD, comparing with the industrial-grade type. 

A few researches have attempted to construct low-cost delta 

robots with small motion error of their end-effector position. 

Low-cost revolute-revolute delta robot was built with stepper 

motors [64] or with servo motors [4], [65] and controlled by 

the Arduino microcontroller, such that a pick-and-place 

operation of small light-weight objects can be performed. 

Another low-cost prismatic-revolute delta robot [66], driven 

by stepping motors and controlled by a single control chip 

8051, could accurately perform pick-and-place (or point-to-

point) motion. In a combination with a vision system using 

CMOS camera, this delta robots could pick up a desired 

object, classified by color, and then place it in the same color 

slots and avoid obstacles at the same time. Additionally, apart 

from the Arduino microcontroller, as a single standalone 

robot controller, low-cost control firmware and hardware 

have been implemented on 1) an embedded system using an 

ESP32 microcontroller for signal generation along with an 

Arduino microcontroller for position generation for 

controlling 4-DOF planar manipulator [67] and 2) an 

embedded system uniting a microcontroller with the 

PCA9685 chip as a core controller [68] that was potentially 

applicable for multiple-servo control. Nevertheless, most of 

the low-cost delta robots still were lacked a synchronous 

motion controller of three parallel links that can perform fast 

pick-and-place motion as well as an integration of fast visual-

servo system for the real-time pick-and-place operation. 

Main contributions of our research are 1) a construction 

of a three parallel-link, low-cost delta robot, 2) a development 

of low-cost motion controller using a single Arduino-Due 

microcontroller for synchronously controlling three upper-

arm of this delta robot to accurately move its vacuum gripper 

to a desired location, and 3) an incorporation of the low-cost 
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visual feedback system, implemented by the YOLOv5 

algorithm, for real-time multiple-object localization with 

high objects’ classification rate. As a result, this low-cost 

delta robot development with the visual-servo capability can 

provide fast and flexible multiple-object localization and 

classification for real-time pick-and-place operation. Thus, 

this can open up new possibilities for automation in various 

industries, while lowering investment and labor costs at the 

same time. However, a workspace of this low-cost delta-

robot end-effector was limited within 50 cm and 30-60 cm 

in the horizontal plane and the vertical direction, respectively. 

Maximum speed limit of this delta robot is less than 22 cm/s 

with a maximum acceleration of 0.9 m/s2, which exhibit 

comparable speed with that of the commercial 3D-printed 

SMLT PDR-20 delta robot [63]. Also, the low-cost vision 

system can detect object with a maximum frame rate of 30-

fps due to a limitation of the webcam. This paper is organized 

as follows: Section 2 describes a structure of the developed 

delta robot along with robot forward- and inverse-kinematics 

relations for simulating and verifying a pick-and-place 

operation of the delta-robot. Also, delta-robot hardware 

instruments and its motion-control construction using the 

single low-cost Arduino microcontroller are explained in 

detail. Besides, the object detection using the YOLOv5 

algorithm along with the hand-eye calibration of the 

developed vision system are presented. Performances of the 

constructed delta robot are investigated in Section 3 

according to motion accuracy and repeatability of the end-

effector position. In Section 4, localization accuracy and 

object classification rate with-object and without-object 

occlusion of visual-servo system, based on the YOLOv5 

algorithm, are experimentally examined using 3-class planar 

color objects. Finally, a real-time sorting task of 4-class 

medicine boxes is demonstrated using the visual feedback for 

this delta robot. 

II. DEVELOPMENT OF LOW-COST DELTA ROBOT AND 

YOLOV5 OBJECT-DETECTION ALGORITHM 

A. Delta Robot Structure and Kinematics 

Fig. 1 provides a description of the low-cost delta-robot 

structure and components: 1) a base plate at a top end, 2) three 

AC motors, located on a base plate, 3) three identical and 

symmetrical parallel links, composing of upper-arm and 

lower-arm linkages, 4) a travelling plate, coupled to the 

lower-arm links using rod ends, at its lower ends of parallel 

links. In each parallel links, a double rod end, connecting 

between the upper-arms and lower-arms, allows 2-DOF 

motion of the lower arm relative to the upper arm. Motion of 

the delta robot can be synchronously controlled by three 

motors to rotate its upper arms with prescribed fore-arm's 

angles θi1, which can be considered as revolute joints. These 

coordinated motions allow for a precise movement of the 

travelling plate. 

Fig. 2 and Fig. 3, display reference frames and parameters 

of the developed delta robot, described in Table I. The base 

plate and traveling plate have their own inertial frames, 

denoted by (Ob, Xb, Yb, Zb) and (Ot, Xt, Yt, Zt), respectively. 

Each of the three parallel i-links has an associated angle α𝑖 = 

𝜋/6, 5𝜋/6, and 3𝜋/2 for i = 1, 2, 3, respectively, each αi 

angle is measured relative to the inertial frame Ob. The fore-

arm's angles (θi2 and θi3) are influenced by a motion 

constraint of the delta parallel mechanism according to the 

upper-arm motion coordination through spherical-plain-

bearing connections. All variables, defined in this section, are 

later used in the kinematics formulation [16] of the delta 

robot. 

 

Fig. 1. Overall structure of the developed delta robot 

TABLE I.  PARAMETERS OF THE DEVELOPED DELTA ROBOT [7] 

Delta Robot’s Parameters Symbol Value (mm) 

Upper-arm length L1i = L1 200 

Fore-arm length L2i = L2 500 

Base-plate radius from the Ob center  Ri = R 118 

Traveling-plate radius from the Ot center  ri = r 112 

 

 

Fig. 2. Inertial reference frame Ob, attached to a center of the delta-robot 

base plate, and the 𝑥-axis of each parallel links from top view 

 

Fig. 3. Reference frames and parameters of the delta-robot parallel links 

from front view (left) and from side view (right) 

The point-to-point movement of the robot end effector 

can be simulated within MATLAB to validate upper-arm 

motor angles before deploying to actual hardware of the low-

cost delta robot. For a given target point in the point-to-point 
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motion, rotation angles of each AC servo motors can be 

computed from the inverse kinematics formulation [16]. 

Then, a motion simulation of the delta-robot traveling plate, 

moving from a specified initial position to the target position, 

can be visualized by solving the forward kinematics to verify 

the pick-and-place process. 

1) Inverse Kinematics of Delta Robot 

Inverse kinematics relation is used for computing rotation 

angles (𝜃𝑖1) of each i upper-arm link for a given end-effector 

position at point P = [Xt, Yt, Zt]. Individual rotation angle of 

each i servo motor (𝜃𝑖1) could be solved from the nonlinear 

inverse-kinematics equation in (1). 

𝑡𝑎𝑛 (
𝜃𝑖1
2
)

=

−2𝑍𝑡 ±√4𝑍𝑡
2 + 4𝑅1

2 − 𝑆𝑖
2 + 𝑄𝑖

2 (1 −
𝑅1
2

𝐿1
2 ) − 𝑄𝑖 (4𝑅1 +

2𝑅1𝑆𝑖
𝐿1

)

−2𝑅1 − 𝑄𝑖 (
𝑅1
𝐿1

− 1) − 𝑆𝑖

 

 (1) 

For 𝑖 = 1, 2, and 3, 𝑅1 = 𝑅 − 𝑟, 𝑄𝑖 = 2𝑋𝑡 𝑐𝑜𝑠 𝛼𝑖 +

2𝑌𝑡 𝑠𝑖𝑛 𝛼𝑖, and 𝑆𝑖 =
(−𝑋𝑡

2−𝑌𝑡
2−𝑍𝑡

2+𝐿2
2−𝐿1

2−𝑅1
2)

𝐿1
. However, for a 

certain end-effector position at point 𝑃, rotation angles (𝜃𝑖1) 

can attain two possible solutions, thus continuous values of 

all 𝜃𝑖1 must be cross-checked for a continuous motion of end-

effector point 𝑃. Furthermore, to obtain real and practical 

solution of each 𝜃𝑖1, a condition in (2) must be satisfied. 

4𝑍𝑡
2 + 4𝑅1

2 − 𝑆𝑖
2 + 𝑄𝑖

2 (1 −
𝑅1
2

𝐿1
2) − 𝑄𝑖 (4𝑅1 +

2𝑅1𝑆𝑖
𝐿1

) ≥ 0 

 (2) 

2) Forward Kinematics of Delta Robot 

The forward kinematics relation can be used for the delta-

robot motion visualization. In forward kinematics, the end-

effector position point 𝑃 = [𝑋𝑡 , 𝑌𝑡 , 𝑍𝑡] can be calculated from 

an intersection point of three spheres with a shifted center, 

located at 𝐵𝑖 = [𝑋𝑖 , 𝑌𝑖 , 𝑍𝑖] for 𝑖 = 1, 2, and 3, for given three 

upper-arm rotation angles (𝜃𝑖1). The point 𝐵𝑖  is an end 

position of the 𝑖 upper-arm link, which can be calculated from 

the relation in (3). 

𝑋𝑖 = (𝑅1 + 𝐿1 𝑐𝑜𝑠 𝜃𝑖1 − 𝑟) 𝑐𝑜𝑠 𝛼𝑖,  

𝑌𝑖 = (𝑅1 + 𝐿1 𝑐𝑜𝑠 𝜃𝑖1 − 𝑟) 𝑠𝑖𝑛 𝛼𝑖, (3) 

𝑍𝑖 = −𝐿1 𝑠𝑖𝑛 𝜃𝑖1  

Then, the end-effector position ([𝑋𝑡 , 𝑌𝑡 , 𝑍𝑡]) or the 

intersection point of three spheres with a radius of 𝐿2 can be 

solved by (4). The delta-robot motion simulation of a 

movement of the traveling-plate center (or point 𝑃), from an 

initial position [𝑋𝑡𝑜, 𝑌𝑡𝑜, 𝑍𝑡𝑜] = (0, 0, -425) mm to the first 

positions [𝑋𝑡1, 𝑌𝑡1, 𝑍𝑡1] = (130, 120, -540) mm and to the 

second position [𝑋𝑡2, 𝑌𝑡2, 𝑍𝑡2] = (-130, 120, -540) mm is 

illustrated in Fig. 4. 

(𝑋𝑡 − 𝑋𝑖)
2 + (𝑌𝑡 − 𝑌𝑖)

2 + (𝑍𝑡 − 𝑍𝑖)
2 = 𝐿2

2  (4) 

B. Motion Control Instruments and Software Developments 

This section describes both hardware and software of the 

low-cost motion control for this developed delta robot. 

Motion control instruments are composed of 1) three AC 

servo motors from Yaskawa model SGM-01B-12 [69], 

directly coupling with the robot upper arm and supplying a 

maximum rated torque of 0.318 N-m, 2) three AC servo-

motor drive from Copley Controls model ACP-180-30 [70], 

shown in Fig. 5, along with CME2 software for setting up the 

motor drive, 3) Incremental rotary encoder from Yaskawa 

model SER48S8-P8G2500-5L with a resolution of 2,500 

pulses/revolution such that each upper-arm angle (θi1) can be 

feedbacked through each motor drive with high precision. 4) 

a low-level Arduino Due microcontroller for generating 

motor-drive commands: variable frequency square-pulse 

signals from interrupt for position control and digital on/off 

signals for governing rotational direction as well as  

transmitting an on/off signal to control a solenoid valve of the 

vacuum gripper, 5) six limit switches for setting initial or zero 

position as well as emergently stopping each upper-arm links 

so that accidental position command, leading to motion 

outside prescribed workspace, can be prevented, 6) a vacuum 

ejector from STNC model ZK-08 and the solenoid valve from 

AirTAG model 3V210-08 for controlling the vacuum gripper 

operation, and 7) a high-level computer for acquiring desired 

position command from user through a developed Graphical 

User Interface (GUI), performing kinematic computation, 

and communicating with the Arduino Due microcontroller 

through a USB-3.0 port. Lastly, a DC Switching Power 

supply model S-350-24 uses to convert 220-VAC voltage to 

24-VDC voltage for both AC motor drives and motors of this 

delta robot. Each motor output shaft is directly coupled with 

harmonic planetary gear with a gear ratio of 21:1, thus a 

motion precision of the upper-arm links could be achieved 

with a maximum static payload upto 50 kg. The Accelnet AC 

servo-motor drives can perform an angular position control 

of all 3 AC servo motors, connecting with individual parallel 

link 𝑖 of the robot. In summary, Fig. 6 illustrates an overview 

instrument-connection diagram of this low-cost delta robot. 

 

Fig. 4. Motion simulation of delta robot from an initial position at (0, 0, -

425) mm to the first-position at (130, 120, -540) mm and to the second 

position at (-130, 120, -540) mm in isometric-view visualization 

     

Fig. 5. Yaskawa AC Servo-motor: SGM-01B-12 (left) and Accelnet Motor 

Drive from Copley Controls model ACP-180-30 [70] (right) 
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Fig. 6. The instrument-connection diagram of the low-cost delta robot is based on the Arduino-Due microcontroller for the low-cost motion controller and the 

webcam image analyzing with YOLOv5/Python program for the low-cost vision syste

An implementation of the low-cost motion controller for 

this delta-robot can be subdivided into 4 major stages. In the 

first phase, a feedback position control of three AC servo 

motors for each of the 𝑖 parallel links must be implemented 

and verified, thus desired angular position/direction of the 

upper-arm link can be precisely controlled. Three feedback 

loops: 1) current, 2) angular speed, 3) angular position of the 

Accelnet motor drive employ 3-phase motor current for the 

current feedback and use increment-encoder signals for the 

angular speed and position feedbacks. Two position 

commands of the Accelnet motor drive in a position mode: 1) 

number of square pulse (or PWM waveform) for controlling 

rotation angle and 2) on/off digital signal of 5VDC for 

regulating rotation direction can be generated by the low-

level Arduino Due microcontroller. 

In the second phase, a relationship between number of 

encoder count and rotation angle of each AC servo motors, 

connecting to the upper-arm links, must be theoretically 

established and experimentally validated so that all upper-

arm links can be precisely rotated to an initial starting 

position, called a reset position, after turning on the delta 

robot for the first time. In theory, one degree rotation of each 

AC motor leads to encoder counts of 584 pulses. Before 

starting the delta-robot operation for the first time, the reset 

or zero angular position can be set by moving three upper-

arm links upward to touch the upper limit switches and 

rotating them downward to stay in the horizontal plane along 

the x-axis, specified as θi1 = 0 for 𝑖 =1,2,3. This reset position 

is a very important step for attaining high-precision robot 

motion in a consequential pick-and-place operation. To 

calibrate the reset rotation angles of each link, a pitch angle 

from a microstrain 3DM-GX3 sensor is used to compare with 

the derived angle from encoder counts, measured by the 

CME2 software. Table II summarizes motors’ rotation angles 

of each upper-arm link in the reset-calibration process. 

Encoder counts from CME2 software as well as measured 

rotation angles are different for all AC servo motors or i 

parallel links because the upper limit-switch of all parallel 

links were manually installed. A ratio of encoder count to 

rotation angle gives an average value of 585.37 count/degree, 

which is closely matched with the theoretical value of 584 

count/degree. Thus, this conversion relation is verified by the 

experimental reset procedure. Also, the calculated upper-arm 

angles from the inverse kinematics can be transformed to the 

amount of encoder count that would be used in the third stage 

for generating motion command by the low-cost Arduino 

microcontroller. 

TABLE II.  ROTATION ANGLE AND ASSOCIATED ENCODER COUNT OF 

EACH SERVO MOTORS DURING THE DELTA-ROBOT RESET OPERATION 

Motor 

No. 

Encoder Count, 

measured by CME2 

(count) 

Rotation Angle, measured by 

microstrain 3DM-GX3 

(degree) 

1 36,477 62.34 

2 35,063 59.87 

3 38,274 65.39 

 

To generate motor-drive position command from the 

Arduino Due microcontroller, a relation among 1) amount of 

encoder count, 2) frequency of square-pulse (PWM) signal, 

and 3) time duration of square-pulse (PWM) signal must be 

formulated in the third phase. For a synchronous movement 

of 3 parallel links within a desired time duration, the low-

level microcontroller needs to generate different numbers of 

the square pulse, corresponding to the desired rotation angle 

of each upper-arm link, by suitably adjusting frequency of the 

square-pulse (PWM) signal using the microcontroller timer 

interrupt. The mapping relation of a specified encoder count 
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must be recorded and tabulated as a function of 1) square-

pulse frequency between 20 and 260 kHz with an incremental 

frequency of 40 kHz and 2) square-pulse duration between 

0.5 and 3.5 second with an incremental duration of 0.5 second 

so that the microcontroller can synchronously and properly 

generate three square pulses as the position command for all 

AC-motor drives. Nonlinear characteristics of the square-

pulse position command (or number of encoder count), 

relating to the square-pulse frequency and time duration, can 

be illustrated by a 3D hyper plane in Fig. 7. However, the 

encoder count cannot be expressed as an explicit function of 

the square-pulse frequency and duration, but Python 

interpolation function can be employed to calculate the 

square-pulse frequency for a given encoder count with fixed 

time duration. As a result, desired rotated angle of each 

parallel link can be simultaneously controlled by the low-

level Arduino microcontroller during the same time period. 

 

Fig. 7. Nonlinear characteristics of the square-pulse number (or count) as a 

function of square-pulse frequency and time duration in a 3D hyper plane 

can be used to generate position commands of each upper-arm link by the 

low-level Arduino Due microcontroller 

To perform the pick-and-place operation, the vacuum 

gripper needed to be controlled by pneumatic devices using 

the Arduino microcontroller in the fourth phase. A digital 

on/off signal from the microcontroller is sent to a solid-state 

relay to turn on/off the solenoid valve, regulating airflow 

from the air-pump. Then, a vacuum ejector can generate a 

vacuum pressure such that a vacuum pad could pick up or 

release objects due to suction pressure. 

C. YOLOv5 Object Detection Algorithm for Visual Servoing 

Using the YOLOv5 algorithm, multiple objects’ class 

probability could be predicted as well as objects’ center 

positions could be located in a streaming image, acquiring 

from a 30-frame/sec webcam with a resolution of 640×480 

pixel, consequently the delta robot could pick up the 

designated object using a vacuum pad and place it at specified 

position in real-time. Firstly, a relation of hand-eye 

coordination transformation must be realized. An origin of 

the vision coordinate system, denoted by [𝑋𝑣 , 𝑌𝑣 , 𝑍𝑣]
𝑇 , is set 

to coincide with that of the inertial reference frame of the 

delta-robot on the base plate. However, the vision-system 𝑥-

axis is rotated by a 𝛽 angle of 150° in the counter-clockwise 

direction from the delta-robot base frame in Fig. 2, which 

could be computed in (5), such that the vision-system 𝑦-axis 

is aligned with a conveyor’s moving direction. Secondly, 

using a linear camera calibration method, one of the explicit 

calibration techniques [71], a relation between a pixel 

coordinate and robot inertial-frame or world coordinate is 

derived to be 0.834 mm/pixel for the 2D-plane based 

calibration. 

[
𝑋𝑣
𝑌𝑣
] = [

𝑐𝑜𝑠(𝛽) − 𝑠𝑖𝑛(𝛽)

𝑠𝑖𝑛(𝛽) 𝑐𝑜𝑠(𝛽)
] ⋅ [

𝑋𝑏
𝑌𝑏
] (5) 

Thirdly, the YOLOv5 algorithm is implemented and 

trained for multiple-class objects in Python Google Colab, 

then the trained model with OpenCV-Python, running on the 

high-level computer, can detect multiple objects in real time. 

According to Fig. 8, a high-level network structure of the 

YOLOv5 model [72], [73] is composed of 1) a backbone, 

built from a combination of Cross Stage Partial (CSP) and 

Darknet53 for a feature extraction, 2) a neck, consisted of 

Spatial Pyramid Pooling (SPP) and PANet for a feature 

fusion, and 3) a model head, assembled of 3 convolutional 

layers for handling a multi-scale prediction. The CSP-

Darknet can overcome problems of vanishing gradient and 

redundant gradient by partitioning the feature map into two 

parts and then merging results according to a cross-stage 

hierarchy, as a result a large amount of hyperparameters are 

not required, leading to a shorten inference time. The SPP 

could enhance a segregation of context features owing to its 

pyramid formation such that an improvement of relevant 

information flow increases, resulting in a better localization 

task. Main advantages of the YOLOv5 model are great 

object-detection accuracy and small inference time. 

However, the performance of YOLOv5 algorithm would be 

considerably reduced when objects were partially occluded 

[74], [75]. In summary, a flow chart in Fig. 9 describes the 

pick-and-place procedure using the visual-servo system 

along with the low-cost motion control of this delta robot, 

explained from the beginning of this section. 

 

Fig. 8. Network structure of the YOLOv5 algorithm consists of 1) 

CSPDarknet as the backbone, 2) SPP combining with PANet as the model 

neck, and 3) Yolo layer built from 3 Convolution layers as its head for the 

multi-scale prediction 

III. PERFORMANCE OF ROBOT MOTION CONTROL USING 

ARDUINO MICROCONTROLLER 

To experimentally evaluate a performance of this 

developed delta robot, a point-to-point tracking accuracy and 

a repeatability of simulated pick-and-place motion were 

examined in the first and the second experiments, 

respectively. The horizontal position of the travelling-plate 

center could be measured by a laser-pointer position on the 

conveyor belt, shown in Fig. 10, such that the position 

error/accuracy could be assessed. Before performing these 
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experiments, both reference 𝑋-axes and 𝑌-axes must be 

drawn on the horizontal belt plane below the travelling plate 

of the delta robot for validating both motion accuracy and 

repeatability. After resetting all upper-arm links, an initial 

position of point 𝑃 was located at [𝑋𝑡𝑜, 𝑌𝑡𝑜 , 𝑍𝑡𝑜] = (0, 0, -528) 

mm. 

 

Fig. 9. Flow chart of the pick-and-place procedure by this delta robot using 

the low-cost motion controller with visual-servo system 

 

Fig. 10. Using laser-pointer location, motion repeatability and accuracy of 

the robot end-effector position could be experimentally investigated 

A. Point-to-Point Tracking Accuracy 

In the first experiment, the motion accuracy of this delta 

robot was evaluated from a point-to-point movement among 

eight different positions on the conveyor-belt surface, where 

the z-direction was fixed at a distance -528 mm from the base 

plate. An end-effector position discrepancy between the 

position command and the measured position using the laser 

pointer is defined in (6). 

𝑃_𝑒𝑟𝑟𝑜𝑟𝑗 = 𝑃𝑗,𝑐𝑜𝑚𝑚𝑎𝑛𝑑 − 𝑃𝑗,𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑  (6) 

where 𝑗 = 𝑥 -axes or 𝑦 -axis. To empirically validate the 

motion along x axis, the delta robot was controlled to move 

from an initial position at (0, 0, -528) mm to the first position 

at (150, 0, -528) mm and to the second position at (-150, 0, -

528) mm, and then the delta-robot end effector was controlled 

to move to the third- and fourth-position at (0, 150, -528) and 

(0, -150, -528) mm, respectively, along the y direction. Fig. 

11 and Fig. 12 demonstrate the end-effector motion along 𝑥-

axes and 𝑦-axes. The last four positions were movements 

both along diagonal and off-diagonal directions in all four 

quadrants. All end-effector positions and their associated 

position errors from (6) are summarized in Table III. 

    

Fig. 11. In motion accuracy experiment, point 𝑃 located at position 

[𝑋𝑡1, 𝑌𝑡1, 𝑍𝑡1] = (120, 0, -528) mm (left) and at position [𝑋𝑡4, 𝑌𝑡4, 𝑍𝑡4] = (0, -

120, -528) mm (right) illustrate the actual movements of this delta robot 

    

Fig. 12. In motion accuracy experiment, laser-pointer locations measures 

accuracy when the point P are at position [𝑋𝑡1, 𝑌𝑡1, 𝑍𝑡1] = (120, 0, -528) mm 

(left) and at position [𝑋𝑡4, 𝑌𝑡4, 𝑍𝑡4] = (0, -120, -528) mm (right) 

TABLE III.  POINT-TO-POINT MOTION ACCURACY OF ROBOT’S END 

EFFECTOR, EVALUATED AT 8 POSITIONS 

Position No. Position Command (mm) 
Position Error (mm) 

X axis Y axis 

1 (120, 0, -528) -2.0 -5.5 

2 (-120, 0, -528) -2.5 -7.0 

3 (0, 120, -528) 0 -9.0 

4 (0, -120, -528) 0 -3.0 

5 (60, 60, -528) 0 -7.5 

6 (-80, 100, -528) -5.0 -8.0 

7 (100, -120, -528) 0.5 -5.0 

8 (-120, -120, -528) -4.0 -3.0 

 

In order to evaluate the accuracy of the delta robot 

motion, command- and measured-positions of all 8 end-

effector positions are plotted in Fig. 13, thus results reveal 

that the actual motion of the delta-robot end-effector position 

is shifted along the positive 𝑦-axis with a maximum error of 

9 mm. Nevertheless, motion errors of end-effector positions 

along the 𝑥-axis are much lessen than those along the 𝑦-axis. 

The shifted end-effector position along the positive 𝑦 

direction could be caused by accumulated errors due to a 

misalignment of the three parallel-link structure, specifically 
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from an installation of all rod-end spherical plain bearings, 

attached with three lower-arm linkages. 

 

Fig. 13. Eight command- and measurement-positions of the delta-robot end-

effector on the 2D level plane in the point-to-point motion accuracy 

evaluation 

B. Point-toPoint Tracking Repeatability 

Two main purposes of the robot motion repeatability test 

are to examine if this delta robot could 1) accurately move 

back-and-forth between same sets of two points multiple 

times as well as 2) achieve a desired speed of about 20 cm/s 

in the repeated pick-and-place motions. In these experiments, 

the delta-robot end effector were commanded to repeatedly 

move from the initial position of (0, 0, -528) mm to 4 

prescribed positions: 1) pos1 = (0, 120, -528) mm, 2) pos2 = 

(0, -120, -528) mm, 3) pos3 = (-120, 0, -528) mm, and 4) pos4 

= (120, 0, -528) mm for 6 consecutive times. 

To quantified precision of the repeatability motion, 

encoder counts from all 3 motors were recorded, instead of 

the 2D end-effector position, for 6 repeated times because 

horizontal position errors of point 𝑃 were measured to be less 

than 1 mm in all experiments, which were smaller than a 

diameter of the laser-pointer location. Fig. 14 illustrates 

three-motor encoder counts when the delta-robot travelling 

plate moved between the initial position and the pos1 for 6 

repetitions. Moreover, error bars within 1 standard deviation 

(𝜎) range are plotted overlaying the distribution of three-

motor encoder counts at the pos1. 

 

Fig. 14. For motions for 6 consecutive repetitions between pos1 (or pos. no. 

1) and initial position, encoder counts of three motors, driving the delta-robot 

upper-arm links, are narrowly distributed with 1 standard deviation, 

represented by the error bar, around their corresponding mean values, 

denoted by a solid dot 

In Table IV, both mean (𝜇𝑖) and standard deviation (𝑖) 
of motor-encoder counts for each of the 𝑖 specified position 

are analyzed; as a result, angular-position errors of the upper-

arm links could also be maintained within 0.02° to 0.11°. 

These results confirmed that three Accelnet motor drives 

could precisely controlled all three revolute joints of upper-

arm links. 

TABLE IV.  REPEATABILITY EVALUATION FROM MEAN (𝜇𝑖) AND 

STANDARD DEVIATION (𝜎𝑖) OF ALL 3 MOTOR ENCODERS FOR 6 

REPETITIONS FROM INITIAL POSITION TO 4 DIFFERENT POSITIONS 

Pos. No. 
Motor 1 (pulse) Motor 2 (pulse) Motor 3 (pulse) 

𝝁𝒊𝟏 𝒊𝟏 𝝁𝒊𝟐 𝒊𝟐 𝝁𝒊𝟑 𝒊𝟑 

1 14,049 41.31 20,410 64.18 7,116 16.93 

2 14,058 11.36 7,131 33.52 20,406 44.58 

3 21,278 30.23 10,064 11.74 10,080 36.08 

4 6,044 40.10 17,828 31.28 17,825 30.99 

 

Due to the limitation of position-measurement 

instrument, the repeatability performance of this delta robot 

can be assessed by plotting the estimated end-effector 

position from the forward kinematics. The estimated end-

effector position (or estimated point 𝑃) at 4 specified 

positions can be computed from (4) and (5) using three upper-

arm angles as inputs, which are converted from all 3-motor 

encoder counts. Fig. 15 demonstrates scattering plots of 6 

repetitive, estimated positions along with 2D bounding 

ellipses with a horizontal radius of 𝑖𝑥 and a vertical radius 

of 𝑖𝑦  and an ellipse center, representing the estimated mean 

positions (𝜇𝑖𝑥, 𝜇𝑖𝑦).  

 

Fig. 15. In repeatability experiments, the end-effector position distribution 

of 6 repetitive motions is overlayed with an error-bound gray ellipse on the 
horizontal x-y plane at 4 different specified positions. Centers of ellipses, 

denoted by thick circles, are means of the position distribution, while the 

standard deviations in 𝑥-axes and 𝑦-axes are respectively represented by 

horizontal- and vertical-radii of each ellipse 

Table V sums up both mean (𝜇𝑖) and standard deviation 

(𝑖) of the estimated-position distribution in a 2D plane, 

computed from 6 repetitive motions, when the robot moves 

from the initial position to 4 prescribed positions. The 

horizontal position-error distribution is approximately 

contained within the maximum range of 1.36 mm. While, the 

vertical position errors are distributed within a smaller range 

of 0.3 mm. Thus, these repeatability results confirm a high-

precision control using the low-cost motion controller for this 

delta robot. 
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TABLE V.  REPEATABILITY EVALUATION FROM MEAN (𝜇𝑖) AND 

STANDARD DEVIATION (𝜎𝑖) OF POINT-𝑃 POSITION FOR 6 REPETITIONS 

FROM INITIAL POSITION TO 4 DIFFERENT POSITIONS 

Pos. 

No. 

X-axis Position 

(mm) 

Y-axis Position 

(mm) 

Z-axis Position 

(mm) 

𝝁𝒊𝒙 𝒊𝒙 𝝁𝒊𝒚 𝒊𝒚 𝝁𝒊𝒛 𝒊𝒛 

1 -0.03 0.04 119.56 0.48 -528.87 0.15 

2 -0.06 0.04 -119.39 0.68 -528.95 0.13 

3 -119.21 0.41 -0.13 0.38 -528.83 0.11 

4 119.48 0.68 0.03 0.01 -528.94 0.13 

 

In these repeatability experiments, the delta robot was 

commanded to move to each of the 4 specified positions 

along a straight path of 120-mm distance within a fixed 

period of 0.55 second. Therefore, a velocity of this delta-

robot movement can be approximated to be 214.55 mm/sec. 

Even though, estimated position distributions at these 4 

locations are contained inside tight elliptical bound, 

representing the repetition accuracy of 680 μm. This fast 

speed is comparable with the maximum speed of 350 mm/s 

and the repetition accuracy of 30 μm for the 3D-printed 

Óscar low-cost delta robot in [63], on the other hand, 

maximum speed and repetitive accuracy of the other low-cost 

delta robots [64]-[66] are not stated and analyzed. To quantify 

a source of the end-effector position error, each encoder count 

of all three motors was measured and converted to each 

upper-arm angle (𝜃𝑖1) for 𝑖 = 1,2,3, so that a comparison of 

measured and simulated upper-arm angles based on inverse-

kinematics computation for 5 repetitive motions can be 

investigated in Fig. 16. Also, high-precision motion control 

of all three upper-arm links with the travelling speed of 21.5 

cm/s can be noticed and confirmed from Fig. 16, However, 

discrepancies between measured and calculated upper-arm 

angles are somewhat large, especially for motor 2 and 3. 

These discrepancies could be caused by structural 

misalignments of all rod-end bearings as well as imprecise 

manufacturing tolerances of robot components, leading to the 

inaccurate motion of the robot end-effector position. To sum 

up the main advantages of the low-cost motion controller, the 

repetitive point-to-point motion of the delta robot can achieve 

high precision with small standard deviation less than 0.68 

mm in spites of its fast movement, but its vacuum gripper can 

pick up only smooth-surface objects larger than 2 cm due to 

the accuracy limitation of its end-effector position. 

 

Fig. 16. For 5 repetitive motions between the initial position and pos1 with 

speed of 214.55 mm/sec, a comparison between 3 measured upper-arm 

angles, derived from encoder counts, and 3 simulated upper-arm angles, 
calculated from the inverse kinematics can assist in identifying source of 

end-effector position error 

IV. VISUAL SERVOING FOR PICK-AND-PLACE USING 

YOLOV5 ALGORITHM 

To detect multiple objects at randomize locations and to 

perform a pick-and-place process, the vision system is built 

upon the YOLOv5 algorithm, explained in Section II-C, and 

a user-friendly Graphical User Interface (GUI) is developed 

for controlling the delta robot and for monitoring its 

operation. In this research, 2 kinds of objects: 1) 3-class 

square, color, planar objects and 2) 4-class medicine boxes 

are correspondingly employed to determine a performance of 

YOLOv5 algorithm in terms of classification accuracy and 

object’s center localization as well as to demonstrate the real-

time sorting task using this low-cost delta robot under a non-

controlled interior lighting condition. This developed vision 

system is limited to operate only in 2D plane, where a depth 

information of the conveyor belt must be provided 

beforehand. The GUI, developed by the Python Custom 

Tkinter, can operate this delta robot in 1) a manual-control 

mode and 2) a visual-feedback control mode using the 

YOLOv5 algorithm. For operating in the visual-feedback 

mode, both center positions and classes’ probabilities of all 

detected objects within a camera’s field of view are displayed 

on the GUI in real time, as illustrated in Fig. 17. 

 

Fig. 17. Graphical User Interface (GUI), developed by Python Custom 

Tkinter, for localizing object-center positions and recognizing various class 

objects simultaneously 

A. Detection/Classification Accuracy of 3-Class Objects 

Detecting and classifying 3-class color papers in a 

presence of partial occlusion due to the delta-robot lower-arm 

and travelling-plate was tested for an efficiency of the 

developed vision system. Firstly, 515 images of red-, green-, 

and blue-color planar objects of size 5.5×5.5 cm on the green 

conveyor belt, were collected from the webcam. Then, these 

images, including partly occluded and non-occluded objects, 

with a resolution of 480×480 pixels were divided into three 

sets: 1) 450 images for a training set, 2) 43 images for a 

validation set, and 3) the remaining images for a testing set. 

Secondly, the learning process of the YOLOv5 model with 

its default hyperparameters for these 3-class color-object 

images was carried out in Google Colab. According to Fig. 

18, the training and validating accuracies of the YOLOv5 

model with 3-class color-object images can reach 100% and 

95%, respectively, after 140 learning epochs.   

 

Fig. 18. Training and validating accuracies of the YOLOv5 model using 3-

class planar-object images after 140 epochs 
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After obtaining YOLOv5 model in the training stage, the 

real-time multiple object detection/classification was tested 

with 3-color object images without and with partial occlusion 

due to the movement of the delta-robot travelling plate, 

vacuum gripper, and lower-arm links, when multiple 3-color 

objects were randomly placed on the conveyor belt, as 

demonstrated in Fig. 19. Even though, some parts of these 

planar objects are obstructed from the camera field of view in 

several occasions, the trained YOLOv5 model still could 

predict each of the objects’ class with high probability and 

locate multiple-object positions inside appropriate bounding 

boxes. Webcam images under partial occlusion from robot 

structure is one of the major limitations for this visual-

feedback system using the YOLOv5. Similarly, if objects are 

partially occluded, the YOLO performance would be 

considerably reduced. This problem could be improved by 

combining with the multi-scale prediction layer [74] and the 

augmentation policy optimization [75]. Furthermore, to 

overcome structural-occlusion problem, the visibility 

maximization controller [76], based on a quadratic-

programming path optimization, could be further 

incorporated to enhance the object visibility during robot 

movement.  

 

Fig. 19.  Demonstrations of object classification using the YOLOv5 model 

during the validation process illustrates with four sample images from 

webcam. Three-color planar objects can be correctly classified in real time 

even with partially-occluded objects due to the delta-robot travelling-plate 

movements 

To determine the object-localization accuracy of the 

YOLOv5 model in our vision system, centroids of each 

detected bounding boxes within webcam image were 

compare against those of actual object centers, marked on 

each object in advance. These position discrepancies, defined 

by a difference between bounding-box centroid and actual 

object center, were measured from snapshot image as pixel 

variances and then converted to shifted distances. According 

to Fig. 20, localization-accuracy tests were conducted by 

randomly placing six-color planar objects on the conveyor 

belt for four different instances. The larger partially occluded 

area of object is, the larger the position discrepancy becomes, 

as summarized in Table VI. Subsequently, these centroids of 

bounding boxes, localized by the trained YOLOv5 model, 

can be used as the reference end-effector position command 

to perform the visual-feedback motion control of three delta-

robot links. 

 

Fig. 20. Localization accuracy of the trained YOLOv5 model in our vision 

system could be evaluated when six-color planar objects were arbitrarily 

placed on the green conveyor belt 

TABLE VI.  LOCALIZATION ACCURACY OF THE YOLOV5 MODEL 

MEASURED BY POSITION DISCREPANCY BETWEEN BOUNDING-BOX 

CENTROIDS AND ACTUAL OBJECT CENTERS OF 6 OBJECTS. THE GRAY 

COLOR DENOTES SITUATION WITH PARTIALLY-OCCLUDED OBJECTS 

Test 

No. 

Position Discrepancy (mm) 

Red1 Red2 Green1 Green2 Blue1 Blue2 

1 2.91 3.50 1.41 2.07 3.24 2.09 

2 2.06 2.14 2.62 2.25 2.90 3.20 

3 6.58 1.52 1.83 5.14 0.99 2.74 

4 1.22 1.52 2.67 2.93 2.49 2.31 

5 0.89 3.06 5.82 1.50 4.50 2.52 

6 2.95 3.97 0.77 5.30 3.20 2.33 

 

B. Pick-and-Place Demonstration by Delta Robot 

Firstly, to demonstrate functionality of the pick-and-place 

operation, 4 different types of medicine boxes must be 

localized and classified by our vision system, based on the 

trained YOLOv5 model. Secondly, the vacuum pad of the 

delta robot can be coordinately moved to pick a desired 

medicine box and then the grasped box must be placed at its 

corresponding class location, specified on the conveyor belt 

by number 1 to 4, as shown in Fig. 21. After training the 

YOLOv5 model with 61 images of these 4-type medication 

boxes in a real-world condition, the training and validating 

accuracies in Fig. 22 can reach 85% and 81%, respectively, 

after 300 epochs. Several factors contribute to lowering 

accuracies in training and validating processes of the 

YOLOv5 algorithm using four-type medicine boxes than 

those using three-color planar objects. Color and shape 

similarities of among these 4 types of medicine boxes as well 

as the smaller set of training images are two of the main 

reasons for low model accuracy. 

Fig. 23 demonstrates sequential images from the pick- 

and-place operation using the visual-servoing system, 

implemented for this low-cost delta robot, such that 4 

different types of medication boxes were correctly sorted and 

placed at their specified label locations. This real-time sorting 

tasks of all 8 medicine boxes were completed within 46 

seconds.  
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Fig. 21. Four-types medicine boxes and specified label positions are 

respectively located on the right and left of the green conveyor belt for the 

sorting-task demonstration using this low-cost delta robot 

 

Fig. 22. Training and validating accuracies of the YOLOv5 model using four 

kinds of medicine-box images after learning for 300 epochs 

 

 

 

Fig. 23. Pick-and-place sequential operation of this low-cost delta robot is 

demonstrated for sorting four different types of medication boxes using the 

visual servoing system. Initially, all 8 medicine boxes, consisted of 2 boxes 

of each type, were randomly placed on the green conveyor belt 

V. CONCLUSION AND FUTURE WORKS 

The low-cost delta robot with visual feedback system, 

developed in this research, contributes to a future 

development direction of industrial robots that could be 

beneficial to packaging or material handling applications in 

various industries in terms of investment- and operation-cost 

reductions.  The low-cost delta robot and kinematic point-to-

point control are first developed and simulated to achieve 

high motion accuracy and high-precision motion repetition. 

Second, the Arduino Due microcontroller, used as the low-

cost motion controller, can synchronously control the 

movement of the robot upper-arm links as well as coordinate 

the grasping operation using the vacuum gripper at the same 

time. The low-cost visual servoing system, developed base on 

the YOLOv5 algorithm, can localize and classify multiple 

objects such that the real-time pick-and-place operation could 

be automatically performed by this delta robot.  

The structure of the developed delta robot are made up of 

6 major parts: 1) three parallel upper-arm and fore-arm 

linkages, connected with a pair of rod-end spherical plain 

bearings, 2) three AC servo motors and drives for governing 

angular position of upper-arm links, 3) motor encoders for 

feeding back individual angular position of all motors to 

motor drives, 4) the Arduino Due microcontroller as the low-

level and low-cost motion controller for synchronously 

generating position/direction commands for three AC motor 

drives as well as simultaneously regulating the vacuum-

gripper operation, 5) high-level computer for receiving 

position command from user and for transmitting three 

computed upper-arm angles to the Arduino microcontroller, 

and 6) the vacuum gripper for performing the pick-and-place 

task. The inverse-kinematics computation in the high-level 

computer and the generation of synchronous motor-drive 

command in the low-level microcontroller comprise the low-

cost motion controller. Inverse kinematics, implemented in 

Python, can transform the desired end-effector position to 

three upper-arm angles (𝜃𝑖1) for 𝑖 = 1,2,3. After the Arduino 

Due microcontroller obtains the computed  𝜃𝑖1, three square-

pulse waveforms with appropriate frequency can be created 

from timer interrupts within the given time duration, deriving 

from the interpolated tabulation, to control the delta-robot 

end-effector position. Also, three digital signals as direction 

commands of three parallel links must be sent to each AC 

motor drive along with three square-pulse signals. The 

developed Python GUI can operate this low-cost delta robot 

in both the manual position control as well as the visual-

feedback control modes. 
Both motion accuracy and repeatability are generally 

significant in the majorities of robotic applications such that 

the right robot can be matched with the right tasks. To 

evaluate the point-to-point tracking performance of this delta 

robot, motion accuracy and repeatability were examined from 

the end-effector position errors in all four quadrants and from 

6 repetitive motions along 4 directions, respectively. Results 

of the end-effector motion-accuracy test revealed that there 

was a horizontal-position shift along the +y direction, leading 

to the maximum position error of 9.43 mm. In the 

repeatability experiment, the encoder counts of three servo 

motors were measured instead of the end-effector position 

due to a precision limitation of position measuring 

instrument. The statistical analysis of encoder counts in 6 

repetitive motions unveiled that the feedback control of three 

upper-arm angular positions using the Accelnet motor drives 

could achieve high motion precision with small angular error 

between 0.02 and 0.11 degree. Moreover, the distributions of 

6-repetition, end-effector positions, derived from encoder 

pulses using the forward kinematics, exhibit a maximum 

horizontal position error of 1.36 mm and a maximum vertical 

position error of 0.3 mm. Structural and motion-control 

performances of this delta robot, evaluated in terms of 

accuracy and repetitive precision, can provide both robot 

operative specification and its limitation capabilities.  
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Integration of the low-cost vision system using the 

YOLOv5 deep-learning algorithm with this delta robot can 

localize multiple-object positions as well as classify various 

object types in real time. As a result, the autonomous pick-

and-place operation can be performed by the visual servoing 

of this low-cost delta robot in the real-world condition. The 

robot guidance using this low-cost vision system can provide 

several advantages for revolutionizing vast industrial 

applications, like separating, sorting, and packaging finished 

products or manufacturing parts. To evaluate the object-

localization accuracy of this low-cost vision system, position 

discrepancy between the bounding-box centroid and the 

actual object center of the square, planar objects with partial 

occlusion was greater than distance of 3.5-mm. In case of 

non-occlusion, the position discrepancy would be smaller 

than 3.5 mm. Using the trained YOLOv5 model, the object 

classification rate of 3-class color objects was generally 

higher than 85%. However, the object classification rate 

dropped below 60% when objects were severely occluded by 

the robot structure during its movement. Lastly, the sorting-

task demonstration of 4-class medicine boxes could be 

accomplished with the visual servoing of this low-cost delta 

robot with its motion speed of 21.5 cm/s. Efficient multi-

object sorting tasks using this low-cost visual servoing with 

the delta robot can directly revolutionize flexible packing and 

manufacturing applications across numerous industries. 

In the near future, both structure and controller 

improvements should be done for this low-cost delta robot to 

obtain better motion accuracy and to increase speed in the 

pick-and-place operation. The robot alignment and 

calibration technique [77] can be assisted in identifying a 

source of misalignment of this low-cost delta robot. 

Furthermore, to achieve faster pick-and-place operation, a 

nonlinear controller [78]-[79] incorporating with the delta-

robot dynamics can be implemented. The reduction of object-

detection performance of the YOLOv5 algorithm owning to 

object occlusion could also be improved by incorporating the 

multi-scale prediction layer [74]. For a safety operation of 

this delta robot, particularly at its high-speed operation, 

infrared line-scan sensors should be installed above the delta-

robot base plate in the vertical direction, as an invisible fence. 

Therefore, the robot operation can immediately stop, if the 

human worker accidentally come inside this invisible fence 

area.   
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