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Abstract—Recognizing the fundamental role of learners' 

emotions in the educational process, this study aims to enhance 

educational experiences by incorporating emotional intelligence 

(EI) into teacher robots through artificial intelligence and image 

processing technologies. The primary hurdle addressed is the 

inadequacy of conventional methods, particularly convolutional 

neural networks (CNNs) with pooling layers, in imbuing robots 

with emotional intelligence. To surmount this challenge, the 

research proposes an innovative solution—introducing a novel 

learning focal point (LFP) layer to replace pooling layers, 

resulting in significant enhancements in accuracy and other 

vital parameters. The distinctive contribution of this research 

lies in the creation and application of the LFP algorithm, 

providing a novel approach to emotion classification for teacher 

robots. The results showcase the LFP algorithm's superior 

performance compared to traditional CNN approaches. In 

conclusion, the study highlights the transformative impact of the 

LFP algorithm on the accuracy of classification models and, 

consequently, on emotionally intelligent teacher robots. This 

research contributes valuable insights to the convergence of 

artificial intelligence and education, with implications for future 

advancements in the field. 

Keywords—Perceptron; LFP Algorithm; CNN; Neural 

Network; Emotional Intelligence. 

I. INTRODUCTION 

In the rapidly evolving landscape of technological 

advancements, the fusion of artificial intelligence and 

robotics is ushering in transformative changes across various 

facets of our lives. Notably, the realm of education emerges 

as a particularly promising domain in this era of innovation. 

This research stands at the forefront of these developments, 

actively contributing to the creation of a state-of-the-art 

teacher robot that seamlessly integrates [1], [2]. A primary 

and innovative focus of this endeavor lies in the infusion of 

emotional intelligence (EI) into robot teachers, achieved 

through the sophisticated analysis of facial expressions using 

advanced artificial intelligence techniques [3], [4], [5]. 

Acknowledging the pivotal role of emotional intelligence 

in the realm of education unveils a profound connection 

between a teacher's proficiency in conveying information and 

a student's ability to not just comprehend but actively engage 

with the material. The dynamics of the learning process 

extend beyond the mere transmission of facts; they are 

intricately interwoven with the emotional landscape within 

the classroom. This research undertakes the formidable 

challenge of seamlessly integrating emotional intelligence 

into the fabric of robot teachers, with a deliberate emphasis 

on the significance of understanding and appropriately 

responding to students' emotions. By doing so, it seeks to 

enhance the effectiveness of the teaching and learning 

experience, recognizing that the emotional context within the 

educational setting plays a crucial role in shaping the overall 

success of the educational process [6], [7], [8], [9]. 

In the same scientific context, our inquiry extended to the 

methodologies employed in artificial intelligence for the 

classification of emotions based on facial expressions. Our 

findings reveal a predominant reliance on deep learning 

techniques involving the training of neural networks, 

signifying a concentration of innovations within the domain 

of deep learning architecture [10], [11]. Specifically, the 

convolutional neural network (CNN) emerges as a widely 

adopted architectural structure in facial recognition. This 

prevalence is evident in the utilization of CNN-based 

solutions and frameworks like DeepFace, FaceNet, and 

LightCNN, all of which leverage CNNs, subsequently relying 

on pooling layers. The incorporation of pooling layers is 

integral to managing computational resources, curtailing the 

number of parameters, and concentrating on pivotal features 

within the data [12], [13], [14]. 

CNNs have exhibited remarkable efficacy in diverse 

computer vision tasks, attributed to their intrinsic capability 

to autonomously acquire hierarchical representations of 

features from input data. Named after the convolutional 

layers that apply filters or kernels to input data, CNNs slide 

these filters over the input, capturing local patterns and 

features. The outcome is a feature map that accentuates 

pertinent structures in the input. Within the CNN framework, 

pooling layers assume a critical role by reducing the spatial 

dimensionality of input data, effectively controlling the 

network's computational complexity and parameter count. 

Pooling serves as a down-sampling process, implemented 

post-convolutional layers, preserving essential information 

while diminishing spatial resolution [15], [16], [17], [18]. 

The two common types of pooling layers include max 

pooling and average pooling. Max pooling, a prevalent 

technique, involves selecting the maximum value from a 

group of neighboring pixels in the input, aiming to retain the 

most crucial features and diminish spatial dimensions. 

Conversely, average pooling computes the average value 

from a group of neighboring pixels, contributing to the 

nuanced processing of spatial information. 

Our scholarly innovation is evident in the substitution of 

conventional pooling layers with the Learning Focal Point 
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(LFP) layer—a pioneering methodology that notably 

amplifies the robot's proficiency in categorizing student 

emotions. The ensuing sections intricately expound upon the 

elucidation of the LFP algorithm, the disclosure of results, 

and the evaluation of performance, collectively furnishing a 

thorough comprehension of the introduced methodology. 

Furthermore, the article delves into a discourse on the design 

intricacies and mathematical theories that form the 

foundational framework of the LFP algorithm. This 

comprehensive discussion not only underscores the practical 

application of our research but also underscores the 

theoretical underpinnings that contribute to the efficacy and 

innovation of the proposed LFP layer in the realm of 

emotional intelligence for teacher robots [19], [20], [21]. 

In this article, in section 2, we will explain the LFP 

algorithm and how we can use it for emotion classification. 

In section 3, we will discuss the results and performance of 

using the LFP algorithm in this case. Followed by the 

conclusion. we will present the design and mathematical 

theories on which the LFP algorithm is based. 

II. RESEARCH METHOD 

A. Emotion Classification System 

Our emotion classification system, illustrated in Fig. 1, 

comprises three essential modules that collectively contribute 

to the intricate process of deciphering emotions from facial 

expressions. 

In the initial module of our emotion classification system, 

the robust capabilities of the OpenCV library are harnessed 

to meticulously identify and track the student's face. Through 

adept video or image analysis, this module ensures precise 

face detection, laying a crucial foundation for subsequent 

emotion analysis. The reliance on OpenCV equips the system 

with sophisticated tools for navigating diverse environmental 

conditions and capturing nuanced facial expressions, 

establishing a robust basis for understanding and interpreting 

the student's emotional states. The precision achieved in this 

initial step enhances the overall accuracy and effectiveness of 

the subsequent emotion classification process [22], [23], [24], 

[25]. 

In the second module of our emotion classification 

system, we capitalize on the cutting-edge Learning Focal 

Point (LFP) algorithm, introducing an innovative approach to 

facial feature extraction. This algorithm assumes a pivotal 

role in identifying and precisely determining the coordinates 

of essential facial features, thereby extracting key regions of 

the face with unparalleled accuracy. The Learning Focal 

Point (LFP) algorithm stands out for its capability to capture 

nuanced details, facilitating a sophisticated interpretation of 

emotions. By honing in on these essential facial features, the 

algorithm contributes to a comprehensive understanding of 

the subtle nuances in the student's expressions, enriching the 

subsequent stages of emotion analysis and enhancing the 

system's ability to discern and categorize a diverse range of 

emotional states with precision [26], [27], [28]. 

In the third module of our emotion classification system, 

a pivotal role is assumed as it undertakes the intricate task of 

computing the weights of the neural network, which is 

imperative for the subsequent nuanced classification of facial 

expressions. This critical step involves complex calculations 

that strategically leverage the information extracted by the 

Learning Focal Point (LFP) algorithm in the preceding 

module. By meticulously processing the coordinates and 

nuanced details identified by the LFP algorithm, the system 

is equipped to discern and interpret a spectrum of emotional 

states based on the intricacies of the identified facial features. 

This computational approach ensures that the neural network 

is finely tuned to capture the subtle variations in expressions, 

allowing for a sophisticated and accurate classification of the 

diverse range of emotional nuances exhibited by the students. 

 

Fig. 1. Emotion classification system modules 

B. Dataset 

The dataset employed in this study is sourced from the 

"Representation Learning Challenges: Facial Expression 

Recognition (FER) Challenge" hosted on Kaggle, where its 

primary objective is to tackle the classification of facial 

expressions into distinct emotion categories. Typically, this 

dataset comprises images, each labeled with one of several 

emotion classes, including happiness, sadness, anger, 

surprise, fear, disgust, and neutral. For the purpose of training 

our neural network, we utilized this dataset to impart a 

diverse range of facial expressions and emotions. It is 

noteworthy that the specific database utilized in the Kaggle 

Facial Expression Recognition Challenge is likely the Facial 

Expression Recognition 2013 (FER2013) dataset. This 

dataset is characterized by 48x48-pixel grayscale images 

depicting faces, with each image associated with one of seven 

emotions. With an extensive collection of around 35,000 

images, the dataset offers a rich and varied set of facial 

expressions, facilitating the robust training of our neural 

network across seven different emotional categories [29], 

[30], [31], [32].  

This dataset serves as a crucial testing ground for 

evaluating the efficacy of our emotional intelligence 

detection system. By subjecting our system to this dataset, we 

aim to conduct a comprehensive examination of its 

performance in the context of facial expression recognition 

and emotion classification. The dataset's diverse array of 
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images, each labeled with specific emotion categories, 

enables us to assess the system's ability to accurately detect 

and classify a spectrum of emotions, including happiness, 

sadness, anger, surprise, fear, disgust, and neutral 

expressions. Executing our system on this dataset provides an 

empirical measure of its proficiency, allowing us to scrutinize 

its accuracy, sensitivity, and overall performance in handling 

real-world facial expressions and emotional nuances. This 

evaluation on a well-established benchmark like the Kaggle 

Facial Expression Recognition Challenge dataset enhances 

the reliability and applicability of our system in addressing 

broader scenarios related to emotional intelligence detection 

[33], [34], [35], [36]. 

C. OpenCV 

Open Source Computer Vision (OpenCV) Library stands 

as a versatile and extensive toolbox, encompassing a myriad 

of functionalities tailored for diverse image processing tasks. 

From fundamental operations like image filtering, 

transformation, enhancement, to more intricate geometric 

manipulations such as resizing, cropping, and rotation, 

OpenCV provides a comprehensive suite of tools that caters 

to the entire spectrum of image processing needs. Its 

capabilities extend beyond traditional image processing, 

incorporating features for computer vision, machine learning, 

and advanced image analysis. With its core implementation 

in C++, OpenCV also offers interfaces for Python, Java, and 

various other programming languages, ensuring accessibility 

and ease of integration across different platforms [37], [38], 

[39], [40]. 

In addition to basic image processing functions, OpenCV 

boasts an array of advanced capabilities, including 

morphological operations, color space transformations, and 

an extensive set of computer vision algorithms. These 

algorithms cover a broad range of applications, including 

object detection, feature extraction, image stitching, and 

camera calibration [41], [42], [43]. Moreover, OpenCV 

seamlessly integrates with popular machine learning 

frameworks, providing support for essential tasks like 

classification, clustering, and regression. Its compatibility 

with deep learning frameworks such as TensorFlow and 

PyTorch further extends its utility, enabling users to work 

with both pre-trained deep learning models and construct 

their own models. In essence, OpenCV stands as a powerful 

and adaptable tool for a wide array of image processing and 

computer vision applications, catering to the needs of diverse 

users and scenarios [44], [45], [46]. 

In our specific implementation, we employed the 

OpenCV library to facilitate the detection and extraction of 

images depicting children's faces. As depicted in Fig. 2, 

OpenCV dynamically encapsulates each human face in the 

image by outlining it with a distinctive red square. This 

process involves leveraging OpenCV's robust computer 

vision capabilities, which enable accurate face identification 

and localization within the images captured by the cameras 

that will be strategically installed. The utilization of OpenCV 

ensures a reliable and precise facial detection mechanism, 

setting the stage for subsequent stages of image analysis and 

emotion classification within our system [47], [48], [49], 

[50]. 

 

Fig. 2. Students' faces are outlined with red squares using OpenCV 

D. Learning Focal Point (LFP) Algorithm 

Initially, it is essential to introduce the origin and 

inspiration behind the Learning Focal Point (LFP) algorithm. 

Drawing inspiration from the brain's learning process, we 

observed that, before learning to classify objects, it first 

distinguishes the differences among them. To validate this 

concept, we conducted an experiment with 100 students, 

presenting an image featuring drawings of a man and a 

woman. All students accurately identified the gender of each 

shape. Subsequently, we inquired about the specific body 

area they relied on for gender determination. The results, 

illustrated in Fig. 3, revealed that 43% focused on the head, 

while 57% considered the chest shape. This experiment 

demonstrated that students based their answers on discerning 

distinctive areas in the two bodies, mirroring the functionality 

of the LFP algorithm. It identifies distinguishing areas in 

images for subsequent utilization in machine learning [51], 

[52], [53]. 

 

Fig. 3. Points of difference between the female and male body 

To gain a comprehensive understanding of the 

functionality of the Learning Focal Point algorithm, it is 

essential to delve into the intricacies of the associated 

flowchart, as depicted in Fig. 4. The algorithm unfolds in a 

series of well-defined steps, each contributing to the ultimate 

goal of identifying the key focal points in the input images. 

The initial step in this algorithmic process involves the 

segmentation of each image into distinct parts, denoted as 

Div[i]. This implies a meticulous partitioning of the image, 

where Div[i] represents a specific segment or region within 

the overall image. The subdivision of images into these parts 

lays the foundation for subsequent analysis and enables the 

algorithm to focus on localized features, see Fig. 5. 
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Moving forward, the second step entails the execution of 

a perceptron for each group of Div[i]. The perceptron, a 

fundamental building block of neural networks, plays a 

crucial role in processing the information contained within 

each segmented region. This step involves the utilization of 

perceptrons to extract relevant features and patterns from the 

individual Div[i] segments. 

Following the execution of perceptrons, the algorithm 

proceeds to calculate the accuracy of each group, as 

exemplified by equation (1). This accuracy computation 

serves as a metric to evaluate the effectiveness of the 

algorithm in identifying significant focal points within each 

segmented part [54], [55], [56]. It provides a quantitative 

measure of the algorithm's ability to discern relevant features 

in relation to the specific Div[i] regions. 

Subsequently, the algorithm undertakes the critical task of 

sorting the Div[i] segments in descending order of precision, 

as denoted by Pr(Div[i]). Precision, in this context, serves as 

a pivotal criterion for determining the significance of each 

segment. Sorting the segments based on precision ensures 

that the algorithm prioritizes those regions with the highest 

accuracy, emphasizing their importance in the overall 

analysis. 

In the final step of the Learning Focal Point algorithm, the 

coordinates of the segmented parts with the highest precision 

are returned. This culmination of the algorithmic process 

signifies the identification and localization of key focal points 

within the input images. By prioritizing and extracting the 

most relevant information, the algorithm effectively distills 

the complexity of the images into essential components, 

facilitating a focused and nuanced analysis of the underlying 

features. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑜𝑡𝑎𝑙
 (1) 

 

 

Fig. 4. Flowchart of the LFP algorithm 

 

Fig. 5. Execution of perceptron on several square 

E. TensorFlow 

TensorFlow is an open-source machine learning 

framework developed by the Google Brain team. It's designed 

to facilitate the development and deployment of machine 

learning models. TensorFlow has strong support for building 

and training Convolutional Neural Networks (CNNs). CNNs 

are a specific type of neural network architecture that is 

particularly effective for image-related tasks, such as image 

classification, object detection, and image segmentation. 

TensorFlow provides a comprehensive ecosystem for 

developing and deploying machine learning models. It offers 

a high-level API called Keras that simplifies the process of 

building and training neural networks, including CNNs. 

TensorFlow allows users to define, train, and deploy complex 

models efficiently. Keras is an open-source high-level neural 

networks API that is now tightly integrated into TensorFlow. 

With Keras, we can easily build and experiment with various 

neural network architectures, including CNNs, using a clear 

and user-friendly syntax [57], [58], [59]. 

TensorFlow stands out as a paramount choice in neural 

network training due to its versatile and modular architecture, 

accommodating the creation of complex models tailored to 

specific applications [60], [61], [62]. The framework's 

scalability proves pivotal, seamlessly transitioning from 

single-device training to distributed environments, 

leveraging GPUs or TPUs for enhanced efficiency with large 

datasets. TensorFlow's extensive community support 

provides a wealth of resources, tutorials, and collaborative 

knowledge-sharing. The integration of TensorBoard offers a 

clear visualization tool for monitoring training processes, 

metrics, and model performance. TensorFlow's compatibility 

with various platforms ensures ease of deployment, vital for 

practical implementation across diverse environments. High-

level APIs like Keras simplify model design, making the 

framework accessible for both novices and experts. 

Optimizations for hardware utilization, including GPU 

acceleration and TPU integration, contribute to significant 

speedups in training. The constant updates and improvements 

driven by ongoing research keep TensorFlow at the forefront 

of machine learning technology, allowing users to leverage 

the latest advancements for optimal model performance. In 

our application, TensorFlow's adaptability, scalability, 

community support, and visualization tools are instrumental, 

making it an indispensable asset for achieving optimal results 

and advancing our specific goals [63], [64], [65], [66]. 
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Thus, the neural network is trained using the squares 

identified by the Learning Focal Point (LFP) algorithm, 

illustrated in Fig. 6. These squares act as critical inputs, 

guiding the network in learning patterns associated with 

specific features within these regions. This approach aligns 

with supervised learning principles, enhancing the network's 

ability to generalize to new data. Integrating the LFP 

algorithm's findings into the training process strategically 

optimizes the neural network's learning and performance on 

the targeted task. 

 

Fig. 6. Training the neural network using the squares found by the LFP 

algorithm 

III. RESULT AND DISCUSSION 

Following an exploration of the methodologies employed 

in this research, our focus now shifts to presenting and 

analyzing the results obtained through the utilization of the 

Learning Focal Point (LFP) algorithm. A key aspect of this 

analysis involves a comparative examination with the 

outcomes derived from employing the widely utilized 

MaxPooling technique [67], [68], [69]. This comparative 

evaluation aims to underscore the significance of the 

Learning Focal Point algorithm in enhancing the performance 

of neural networks. Two distinct experiments have been 

conducted for this purpose. In the first experiment, 

MaxPooling is applied after the neural network, while in the 

second experiment, the Learning Focal Point algorithm is 

integrated with the neural network. To provide a concrete 

understanding of the comparative assessment, we have 

computed and analyzed essential metrics, including 

Accuracy, Precision, Recall, F1-score, and ROC-AUC, for 

each experiment. This comprehensive evaluation aims to 

elucidate the distinctive impact and advantages of the 

Learning Focal Point algorithm in contrast to the 

conventional Max-Pooling technique, thereby shedding light 

on its pivotal role in improving the overall effectiveness of 

neural network-based applications [70], [71], [72], [73]. 

Commonly used in machine learning tasks, performance 

metrics like Accuracy, Precision, Recall, F1-score, and ROC-

AUC offer distinct insights into the effectiveness of 

classification models. Accuracy, a measure of overall 

correctness, represents the ratio of correctly predicted 

instances to the total instances in the dataset. Precision, 

emphasizing positive prediction accuracy, is particularly 

relevant when minimizing false positives is crucial. Recall, 

highlighting the avoidance of false negatives, measures the 

model's ability to identify all relevant instances. The F1-

score, a harmonic mean of precision and recall, proves useful 

in scenarios with uneven class distributions. ROC-AUC, 

applied in binary classification, assesses the trade-off 

between sensitivity and specificity, with a higher AUC 

indicating superior model performance. Collectively, these 

metrics provide a comprehensive evaluation, covering 

correctness, positive prediction accuracy, avoidance of false 

negatives, balanced precision and recall, and the trade-off 

between sensitivity and specificity in classification models 

[74], [75], [76], [77]. 

The evaluation of distinct methodologies was undertaken 

through the implementation of two experiments, as visually 

depicted in Fig. 7. In the initial experiment, the integration of 

the Learning Focal Point (LFP) algorithm with the neural 

network was employed, aiming to harness the algorithm's 

capabilities in enhancing feature identification. Conversely, 

the second experiment focused exclusively on the utilization 

of max pooling, a conventional technique in neural network 

architectures. A comprehensive analysis of the outcomes 

from both experiments is presented in Table I, providing 

valuable insights into the comparative performance of these 

methodologies [78], [79], [80], [81], [82]. 

 

Fig. 7. Training the neural network using the squares found by the LFP 

algorithm. 

TABLE I.  RESULTS OF TWO EXPERIMENTS 

Algorithm CA Precision Recall 
F1-

Score 

ROC-

AUC 

LFP 0.93 0.93 0.93 0.93 0.94 

Max-Pooling 0.82 0.82 0.82 0.82 0.83 

 

The results underscore the robust and notable 

performance of the LFP algorithm, particularly emphasizing 

its precision in identifying relevant features within the 

dataset. The comparison between the outcomes of 

Experiments 1 and 2 reveals a significant observation: the 

integration of the LFP algorithm contributes to a substantial 

enhancement in classification accuracy, with improvements 

of up to 10%. This noteworthy finding underscores the 

tangible benefits of incorporating the Learning Focal Point 

algorithm, indicating its potential to significantly elevate the 

overall effectiveness of the neural network in capturing 

intricate patterns and enhancing its classification capabilities. 

IV. CONCLUSION 

In conclusion, our study focuses on integrating the 

Learning Focal Point (LFP) algorithm into the Automated 

Tutor project, aiming to enhance emotion classification 

within educational settings. The practical importance of our 

findings lies in the significant improvement, up to 10% under 

specific conditions, in sentiment classification accuracy 

achieved by replacing traditional pooling layers with the LFP 

algorithm in the convolutional neural network architecture. 

This advancement directly contributes to the development of 

the Automated Tutor, promoting emotional intelligence and 

enabling more nuanced interactions with students. Looking 
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forward, avenues for future research include exploring 

advanced machine learning algorithms and considering 

additional features to refine emotion recognition. While 

acknowledging the specific conditions for improved 

accuracy, it is essential to further investigate the 

generalizability of the LFP algorithm's success in diverse 

educational contexts. In closing, our work not only advances 

emotion classification but also encourages collaborative 

efforts for continued refinement and application in 

educational technology. 
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