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Abstract—This study addresses the necessity for more 

advanced diagnostic tools in managing diabetes, a chronic 

metabolic disorder that leads to disruptions in glucose, lipid, and 

protein metabolism caused by insufficient insulin activity. The 

research investigates the innovative application of machine 

learning models, specifically Stacked Multi-Kernel Support 

Vector Machines Random Forest (SMKSVM-RF), to determine 

their effectiveness in identifying complex patterns in medical 

data. The innovative ensemble learning method SMKSVM-RF 

combines the strengths of Support Vector Machines (SVMs) and 

Random Forests (RFs) to leverage their diversity and 

complementary features. The SVM component implements 

multiple kernels to identify unique data patterns, while the RF 

component consists of an ensemble of decision trees to ensure 

reliable predictions. Integrating these models into a stacked 

architecture allows SMKSVM-RF to enhance the overall 

predictive performance for classification or regression tasks by 

optimizing their strengths. A significant finding of this study is 

the introduction of SMKSVM-RF, which displays an impressive 

73.37% accuracy rate in the confusion matrix. Additionally, its 

recall is 71.62%, its precision is 70.13%, and it has a noteworthy 

F1-Score of 71.34%. This innovative technique shows potential 

for enhancing current methods and developing into an ideal 

healthcare system, signifying a noteworthy step forward in 

diabetes detection. The results emphasize the importance of 

sophisticated machine learning methods, highlighting how 

SMKSVM-RF can improve diagnostic precision and aid in the 

continual advancement of healthcare systems for more effective 

diabetes management. 

Keywords—Diabetes; Machine Learning Model; SMKSVM-

RF; Hyperparameter Tuning; Predictive Performance 

Optimization. 

I. INTRODUCTION 

Diabetes, a chronic metabolic disorder, results in 

abnormalities in glucose, lipid, and protein metabolism due 

to insufficient insulin activity [1]. This health crisis is marked 

by high blood sugar levels, caused by disruptions in insulin 

production or reduced cellular responsiveness. Dysfunction 

in the pancreas, the organ responsible for insulin generation, 

leads to glucose buildup in the bloodstream. The severe organ 

dysfunctions and life-threatening complications resulting 

from diabetes underline the crucial requirement for strong 

diagnostic tools and effective disease management [2], [3]. 

To address this urgent need, the implementation of 

machine learning models has become a revolutionary 

technique for identifying diabetes. Stacked Multi-Kernel 

Support Vector Machines Random Forest (MKSVM-RF) 

models are highly regarded for their ability to identify 

complex patterns within medical data. Researchers have 

focused on these models in the field of diabetes research. 

However, the effectiveness of these models is reliant on 

careful hyperparameter tuning, which is crucial for achieving 

the best predictive performance tailored to the nuances of 

diabetes datasets [4]. 

The need for effective identification of diabetes is 

highlighted by the increasing prevalence of the disease, 

demonstrated by projections from the International Diabetes 

Federation (IDF) [5]. For instance, Indonesia is expected to 

experience a rise 47% rise in its diabetic population by 2045, 

resulting in 28.57 million people affected. Overall, the IDF 

estimates that the global diabetic population will surge to 

783.7 million by 2045, necessitating novel strategies for 

prompt detection and control [6]–[8]. 

This paper explores the intersection of healthcare and 

machine learning with an emphasis on the essential role of 

Stacked MKSVM with Random Forest models in improving 

diabetes diagnostics. Optimization of hyperparameters 

emerges as a crucial factor in the ever-changing healthcare 

landscape, ensuring the accuracy and effectiveness of these 

sophisticated models [9]. The following research involves an 

in-depth analysis of predictive analytics, incorporating 

machine learning models and deep learning techniques to 

enhance the forecasting performance of diabetes patients 

[10]. We aim to build simple and understandable models, 

identify important attributes, and utilize ensemble methods 

that combine the advantages of Machine Learning. 

As we begin this exploration, it is crucial to acknowledge 

the multifaceted nature of diabetes. With two distinct types, 

Type 1 and Type 2, each presenting unique challenges, it is 

essential to understand the complexities of their etiology [11], 

[12]. While Type 1 diabetes is frequently autoimmune, 

resulting from immune system attacks on pancreatic cells that 

generate insulin, Type 2 diabetes is primarily due to insulin 
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resistance in cells [13]. A comprehensive approach to 

identifying diabetes should cover both types while taking into 

account the diverse contributing factors and tailoring 

diagnostic strategies accordingly [14]. 

This study goes beyond traditional diagnostic methods by 

exploring predictive analytics that utilize a combination of 

machine learning algorithms and statistical methodologies. 

The goal is to utilize current and past data to provide 

objective evaluations and projections that advance patient 

care, streamline resources, and enhance clinical outcomes. 

We employ advanced data preparation methods, such as the 

MinMax Scaler, together with machine learning algorithms, 

to develop models that yield swift, accurate, and practical 

diabetes evaluations. 

In summary, this comprehensive investigation is driven 

by the imperative to address the growing challenges posed by 

diabetes through cutting-edge technological solutions [15]. 

By emphasizing the importance of integrating machine 

learning, fine-tuning hyperparameters, and utilizing 

predictive analytics, this study aims to refine diabetes 

identification methods and ultimately improve the quality of 

care and outcomes for individuals affected by this prevalent 

metabolic disorder. 

Inadequate diabetes management not only affects 

individual health outcomes but also has a broader impact on 

the societal and economic spheres [16,17]. Diabetes 

complications pose a significant economic burden, resulting 

in increased healthcare costs and productivity losses. 

Effective strategies for identification and intervention can 

improve individual health and mitigate the economic burden 

associated with diabetes [18], [19]. 

Efforts to address diabetes globally extend beyond 

healthcare institutions and involve policymakers, researchers, 

and communities. Initiated to prevent and manage diabetes, 

emphasis is placed on a multi-faceted approach that includes 

education [20], lifestyle modifications [21], and innovative 

technologies [22]. Machine learning models can analyze 

broad datasets and detect subtle patterns. This aligns with a 

holistic approach by delivering individualized insights and 

predictions for those who may be at risk [23]. 

In the context of diabetes diagnostics, the interpretability 

and explainability of machine learning models are of utmost 

importance [24], [25]. As we examine the amalgamation of 

MKSVM and Random Forest models, it is vital to guarantee 

that the resultant prognostications are both precise and 

intelligible to medical experts and most significantly, to 

patients undergoing diagnosis. This element is becoming 

increasingly crucial in healthcare contexts where conclusions 

driven by machine learning models must be transparent and 

reliable. 

The importance of hyperparameter tuning in machine 

learning models cannot be overstated [26]. By optimizing 

hyperparameters, models can be fine-tuned to perform better 

on specific datasets. When working with diabetes data, a 

nuanced approach to hyperparameter tuning is required to 

strike a balance between model complexity and 

generalizability [27], [28]. 

In the following sections of this article, we will discuss 

the particulars of Stacked Multi-Kernel SVM and Random 

Forest models, highlighting their unique advantages and 

reasoning behind choosing them for diabetes identification. 

We will focus on exploring hyperparameter tuning 

techniques that illuminate the methodologies used to 

optimize the efficiency of these models [29]. Through this 

comprehensive analysis, we aim to provide valuable insights 

that extend beyond theoretical considerations and have 

practical applications in the field of diabetes diagnostics. 

This elaborate introduction sets the foundation for a 

thorough examination of diabetes identification with the help 

of machine learning. By combining the disease's significance, 

the potential for machine learning models to transform 

diagnostics, the critical role of hyperparameter tuning, and 

the broader societal and economic implications, this research 

aims to provide a comprehensive understanding of the 

complex diabetes diagnostic landscape. As the following 

sections unfold, we will delve into the intricacies of Stacked 

Multi-Kernel SVM with Random Forest models, highlighting 

their potential as effective tools in combating the global 

diabetes epidemic. This research presents significant 

contributions via its incorporation of these pivotal 

components: (a) the creation of a model embodying 

simplicity and comprehensibility, (b) the identification of 

highly significant attributes to augment interpretability, and 

(c) the utilization of a variety of machine learning algorithms 

to build a stacked model. This integration of techniques 

entails a complex procedure of hyperparameter tuning, 

designed to optimize the overall performance of the model. 

II. RELATED WORK 

Diabetes is a complex metabolic disorder that can occur 

due to inadequate insulin production or an impaired response 

to insulin, a critical hormone that regulates blood sugar levels 

[30]. Symptoms can include frequent urination, excessive 

thirst, sudden weight loss, vision impairment, and fatigue 

[31]. These symptoms can lead to severe health 

complications such as abortions, blindness, strokes, and 

organ failure [32]. Medical recommendations emphasize 

early detection of at-risk patients and proactive lifestyle 

monitoring to mitigate risk factors [33]. It is imperative to 

utilize precise vocabulary and adhere to grammatical 

correctness while maintaining formal and objective language. 

Subjective evaluations are excluded unless labeled as such. 

Conventional techniques like rule engines or score estimates 

have been found inadequate in identifying potential health 

risks [34]. However, recent advances in machine learning and 

feature engineering offer promising options for early 

detection and improved treatment outcomes in chronic 

diabetes [35]. 

Ramesh conducted a significant study using the PIMA 

Indian Diabetes Dataset which applied four machine learning 

techniques: KNN, LR, Gaussian NB, and SVM. The study 

aimed to collect patient information through personal 

healthcare equipment and wearable devices, to facilitate early 

detection of diabetes risk and keep medical professionals 

informed of developments. The SVM RBF kernel 

demonstrated an accuracy rating of 83.20% and the highest 

precision. Hassan conducted an important study that used 250 
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data points featuring 16 unique attributes and employed LR, 

SVM, and random tree models. Through ten-fold cross-

validation, the random tree model demonstrated the highest 

accuracy, achieving an impressive 97.50% [36]. 

Sivaranjani's research concentrated on diabetes-related 

disorders, using support vector machine (SVM) and random 

forest (RF) machine learning methods. Principal component 

analysis (PCA) was utilized to decrease the number of factors 

considered, leading to a reduction in dimensionality. Random 

Forest (RF) demonstrated an accuracy rate of 83% while 

processing data obtained from the PIMA diabetes database. 

In a thorough study by Khanam using the PIDD data 

collection accessible via the UCI Machine Learning 

Repository, seven machine learning algorithms were trained. 

Among these methods, the Neural Network (NN) with 2 

hidden layers was found to be the most accurate, achieving a 

remarkable accuracy rate of 88.6%. These studies 

collectively demonstrate the potential of machine learning 

techniques to advance diabetes diagnostics. They offer 

nuanced insights and robust predictions that can enhance 

patient care [37]. 

The high prevalence of thyroid diseases worldwide 

constitutes a major health concern, particularly in India, 

where an estimated 42 million people suffer from this 

condition [38]. The complexities of diagnosing thyroid-

related health issues drive medical scientists to explore robust 

classification models. As such, our proposed model optimizes 

feature selection and leverages kernel-based classifiers to 

classify thyroid data [39]. Employing multi-kernel support 

vector machines, our model excels by integrating an 

enhanced gray wolf optimization technique for feature 

selection. This methodology strategically boosts the model's 

performance by removing insignificant features from the 

dataset, a crucial step in refining the classification process. 

The thyroid classification model proposed by [40] shows 

some results from another paper, with an impressive accuracy 

rate of 97.49%, sensitivity of 99.05%, and specificity of 

94.5%. These results surpass those of previously established 

models. These metrics were obtained from analyzing a 

confusion matrix, which demonstrates the superiority of our 

proposed model for thyroid disease classification compared 

to individual approaches, existing classifiers, and 

optimization techniques. Thus, our model's efficacy is 

validated. 

In the field of medical informatics, the classification of 

medical data is a crucial process, and machine learning (ML) 

algorithms have greatly enhanced the landscape of medical 

diagnosis. This paper presents a new ML-based medical data 

classification model, WOA-MKELM, that utilizes the Whale 

Optimization Algorithm (WOA) for feature selection in 

combination with the Multi-kernel Extreme Learning 

Machine (MKELM) [41]. The WOA-MKELM model has 

two distinct stages. First, the WOA-FS algorithm performs 

feature selection on medical data to generate a reduced 

feature subset [42]. Second, the MKELM algorithm assigns 

appropriate class labels to the medical data. The integration 

of the WOA-FS model, as a precursor to classification, 

significantly improves the detection rate. The effectiveness of 

the proposed WOA-MKELM model is evaluated using three 

distinct medical datasets, namely hepatitis, UCI-Indian Liver 

Patient (UCI-ILD), and thyroid. The experimental results 

confirm its efficacy by achieving maximum accuracies of 

98.36%, 98.72%, and 98.93% for the hepatitis, UCI-ILD, and 

thyroid datasets, correspondingly. This innovative approach 

demonstrates superior classification accuracy and robustness 

across various medical datasets, showcasing promising 

advancements in the field [41]. 

III. MATERIAL AND METHODS 

This section outlines the materials and methods utilized 

in our study. In subsection A, we specify the dataset used and 

detail any preprocessing steps taken to ensure data quality 

and relevance. In subsection B, we provide a thorough 

explanation of the Stacked Multi-Kernel SVM and Random 

Forest models chosen for diabetes identification, including 

the reasoning behind their selection. Lastly, our study focuses 

on hyperparameter tuning (section C), which provides an 

analysis of the specific hyperparameters considered for 

optimization in both models. Furthermore, we discuss the 

methodology employed in tuning the models for optimal 

predictive performance, including whether a grid search, 

random search, or another method was used. 

A. Data Collection 

The study utilizes the Pima Indian Diabetes Dataset 

sourced from Kaggle, comprising 768 data entries with nine 

criteria. The dataset is categorized into normal (500 entries) 

and diabetes (268 entries) groups, with 80% assigned to 

training data and the remaining 20% to test data. Originating 

from the National Institute of Diabetes and Digestive and 

Kidney Diseases, the dataset aims to identify diabetes 

through various diagnostic tests. The selection criteria for 

participants involved being at least 21 years old and of Pima 

Indian descent. This dataset focuses on 768 women from 

Phoenix, Arizona, with 258 testing positive for diabetes and 

500 testing negatives. The dataset features eight variables, 

including pregnancies, Oral Glucose Tolerance Test (OGTT), 

blood pressure, skin thickness, insulin, Body Mass Index 

(BMI), age, and pedigree diabetes function, to identify 

familial diabetes trends. Conducted biennially since 1965, the 

demographic study by the National Institute of Diabetes and 

Digestive and Kidney Diseases provides valuable 

information on traits associated with diabetes onset and 

potential consequences. The study employs various machine 

learning models, including support vector machine (SVM), 

random forest (RF), k-nearest neighbor (KNN), and a 

proposed model (Hyperparameter Tuning with MKSVM-

RF). 

B. Stacked Multi-Kernel Support Vector Machine 

Stacked Multi-Kernel SVM with Random Forest 

(SMKSVM-RF) is an innovative ensemble learning method 

that combines the capabilities of two influential machine 

learning models, leveraging the diversity and complementary 

features of Support Vector Machines (SVM) and Random 

Forest (RF). Within this ensemble, the SVM component 

utilizes multiple kernels, each capturing unique patterns 

within the data [43]. The SMKSVM-RF model combines 

various types of kernels, ranging from linear to highly 

complex, to enable the SVM to model intricate relationships 

effectively [44]. Meanwhile, the Random Forest component 

comprises an ensemble of decision trees, which together 
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contribute to the model's robust and accurate prediction [45]. 

By integrating these models into a stacked architecture, 

SMKSVM-RF optimizes their strengths, improves overall 

predictive performance, and can be applied to tasks such as 

classification or regression. 

SMKSVM-RF combines the strengths of SVM and RF in 

an ensemble learning framework [46], [47]. The SVM 

component utilizes multiple kernels, which are designated as 

 𝐾1, 𝐾2, … , 𝐾𝑝, (1) 

where 𝑝 is the number of kernels. The decision function for 

each SVM in the ensemble is given by 

 𝑓𝑖(𝑋) = ∑ 𝛼𝑖𝑗𝐾𝑖𝑗 + 𝑏𝑖
𝑚
𝑗=1 , (2) 

where 𝛼𝑖𝑗 represents the SVM coefficients, 𝑏𝑖 is the bias term, 

and 𝑖 is the index of the SVM. The overall of the SVM 

ensemble is expressed as 

 
𝐹(𝑋) = ∑ 𝑤𝑖𝑓𝑖(𝑋)

𝑝

𝑖=1
, (3) 

where 𝑤𝑖  represents the weights assigned to each SVM. 

 In parallel, the RF component comprises 𝑁 decision trees, 

each providing an independent prediction denoted as 

 𝑌̂𝑗 = 𝑇𝑗(𝑋), (4) 

where 𝑗 in ranges from 1 to 𝑁. The overall output of the RF 

is then obtained by averaging the predictions of individuals 

trees, given by 

 
𝑌̂𝑅𝐹(𝑋) =

1

𝑁
∑ 𝑌̂𝑗  

𝑁

𝑗=1
. (5) 

The ensemble process involves stacking the outputs of the 

SVM (𝐹(𝑋)) and 𝑅𝐹(𝑌̂𝑅𝐹(𝑋)) components. The final 

prediction 𝑌̂𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(𝑋) is generated through a meta-learner, 

often using a weighted combination, given by 

 𝑌̂𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(𝑋) = 𝜎(𝑊([𝐹(𝑋), 𝑌̂𝑅𝐹(𝑋)]) + 𝑏), (6) 

where 𝑊 is the weight matrix, 𝑏 is the bias term, and 𝜎 is the 

activation function (e.g., softmax for classification). This 

comprehensive ensemble approach aims to leverage the 

diversity of SVMs and RF for enhanced predictive 

performance across various machine learning tasks. Table I 

show the pseudo-code for SMKSVM-RF. 

C. Hyperparameter Tuning 

In the process of tuning hyperparameters for the 

SMKSVM-RF ensemble, our focus is on optimizing crucial 

parameters to improve the performance of both the Stacked 

Multi-Kernel SVM and Random Forest elements [48]–[52]. 

Essential hyperparameters for the Stacked Multi-Kernel 

SVM comprise the selection of SVM kernels, particularly the 

Radial Basis Function (RBF) kernel (𝐾𝑟𝑏𝑓) and the Linear 

kernel (𝐾𝑙𝑖𝑛𝑒𝑎𝑟), the SVM regularization parameter 𝐶, 

regulating the balance between a smooth decision boundary 

and precise classification of training points, and the weights 

𝑤𝑖  allocated to individual SVMs in the ensemble. The SVM 

decision function is denoted in Eq. (2). 

The decision function of each SVM in the ensemble is 

represented by 𝑓𝑖(𝑋), where 𝛼𝑖𝑗 denotes the SVM 

coefficients, 𝐾𝑖𝑗  is the selected kernel function (either 𝐾𝑟𝑏𝑓 or 

𝐾𝑙𝑖𝑛𝑒𝑎𝑟) and 𝑏𝑖 is the bias term. The overall output of the 

Stacked Multi-Kernel SVM is then expressed in Eq. (5), 

where 𝑝 is the number of SVMs. 

Concurrently, the Random Forest component has critical 

hyperparameters that include 𝑁, the number of trees, the 

maximum depth of each decision tree, the minimum samples 

required to split an internal node, and the minimum samples 

needed at a leaf node. It is imperative to carefully consider 

these hyperparameters. The formula output from the random 

forest is denoted by Eq. (7). The Random Forest's output is 

acquired by averaging the forecasts from each decision tree, 

identified as Eq. (5). This collective output signifies the 

agreement of the Random Forest ensemble. 

In the following stages, the SVM and Random Forest 

predictions are merged to create the input for the meta-

learner, which might be another Random Forest instructed on 

this combined result. For Meta-learner input denoted as 

 𝐼𝑛𝑝𝑢𝑡𝑀𝑒𝑡𝑎𝐿𝑒𝑎𝑟𝑛𝑒𝑟 = [𝐹(𝑋), 𝑅𝐹𝑂𝑢𝑡𝑝𝑢𝑡] (7) 

TABLE I.  PSEUDO-CODE SMKSVM-RF 

1 Input: 

2 X: Input features (𝑚 × 𝑛 𝑚𝑎𝑡𝑟𝑖𝑥) 

3 Y: Target labels (𝑚 × 1 𝑣𝑒𝑐𝑡𝑜𝑟) 

4 N: Number of decision trees in Random Forest 

5 C: SVM regularization parameter 

6 
Meta-Learner Trees: Number of decision trees in the meta-learner 
Random Forest 

7 
Meta-Learner Depth: Maximum depth of the meta-learner 

Random Forest 

8 Process: 

10 

for each kernel in Kernels: 

Train SVM with kernelized decision function using Eq. (2) 

Combine SVM outputs using Eq. (3) 

12 
for each tree in range (N): 
Train Decision Tree using Eq. (4) 

RF output using Eq. (5) 

14 Input_MetaLearner using Eq. (7) 

16 
for each tree in range(Meta-Learner Trees): 
Train Decision Tree using Eq. (6) 

17 Output: 

18 Return 𝑌𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒𝑗
 

IV. RESULT AND DISCUSSION 

In this section, we provide an overview of the 

experimental setup and methodology employed in our study. 

For the experimental configuration (Section A), we outline 

the hardware and software specifications, ensuring 

transparency in our approach. We also elucidate how we 

meticulously divided the dataset into training and testing sets 

for robust model evaluation. Shifting to the presentation of 

experimental results (Section B), we start by showcasing the 

baseline performance of the Stacked Multi-Kernel SVM and 

Random Forest models. Subsequently, in the same Section, 

we delve into the outcomes of hyperparameter tuning, 

discussing the impact on model performance and presenting 

the optimal hyperparameter configurations. Concluding our 

discussion in Section C, we interpret the findings in the 

context of diabetes identification, exploring potential 

implications for future research and clinical applications. 
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A. Experimental Configuration 

When configuring our experiments, the processing power 

of the MacBook Pro M1 2020 was essential for efficiently 

handling the data set. Python, a versatile and commonly used 

programming language in the field of machine learning, 

functioned as the backbone for our implementation, 

providing a rich ecosystem of libraries and tools. The data set 

analyzed contained 768 PIMA data points, each with nine 

distinct features vital for identifying diabetes (Fig. 1). 

 

Fig. 1. Value counts for each class 

To ensure a thorough evaluation of our models, we 

carefully partitioned the dataset, allocating 80% (615 data 

points) for model training and reserving the remaining 20% 

(154 data points) for meticulous testing. This deliberate split 

enabled us to assess the models' performance on previously 

unseen data and ensured their reliability and adaptability in 

real-world scenarios. The collaboration of hardware 

capabilities, chosen programming language, and meticulous 

dataset management established the groundwork for a 

methodical and insightful inquiry into the detection of 

diabetes via machine learning models. 

B. Experimental Results 

Building on these experimental results, the increase in 

accuracy from 66.88% to 73.37% demonstrates the 

effectiveness of hyperparameter tuning in improving the 

predictive power of the models. In addition to accuracy, other 

performance metrics such as precision, recall, and F1 score 

were evaluated to provide a comprehensive assessment of the 

models' capabilities. The precise examination of the models 

is essential for comprehending their accuracy and ability to 

identify diabetic cases accurately while minimizing the 

number of false positives and negatives. The nuanced 

perspective that refined performance metrics provide sheds 

light on the models' strengths and areas for improvement, 

thereby contributing to a comprehensive and nuanced 

evaluation. Table II shown the performance results of our 

proposed model. 

TABLE II.  PERFORMANCE RESULTS OF SMKSVM-RF MODEL 

Model 
Accuracy 

(%) 

Recall 

(%) 

Precision 

(%) 

F1-Score 

(%) 

SMKSVM-
RF 

73.37 71.62 70.13 71.34 

Furthermore, the hyperparameter tuning process entailed 

a thorough exploration of the parameter space, testing various 

combinations to identify the optimal settings [53]–[56]. This 

rigorous methodology guarantees that the models are finely 

tuned to apprehend the complex relationships embedded 

within the diabetes dataset. The iterative refinement process 

successfully demonstrates the models' adaptability and 

responsiveness to specific configurations, emphasizing the 

necessity of tailored adjustments for optimal performance in 

medical diagnostics. 

Furthermore, these findings underscore the potential of 

advanced machine learning models, particularly the Stacked 

Multi-Kernel SVM and Random Forest, in yielding accurate 

and dependable predictions within the realm of diabetes 

identification [57]–[61]. The iterative process of refining 

models through hyperparameter tuning indicates a dedication 

toward continuous enhancement, ultimately bolstering the 

development of diagnostic tools for diabetes and related 

medical conditions. 

The study aims to identify the relative strengths and 

weaknesses of the proposed SMKSVM-RF by conducting a 

thorough comparison with established alternative methods 

such as SVM, KNN, and RF. This comparative analysis 

enhances the understanding of the performance of the 

combined SVM and RF methodology in comparison to other 

commonly used techniques in diabetes identification. 

Our study innovates through the creation of a new 

approach, the fusion of SVM with RF. This combination aims 

to optimize on the respective strengths of SVMs and RF, 

utilizing the discriminative power of one and the ensemble 

learning capabilities of the other. By combining these two 

distinct methodologies, our goal is to attain a synergistic 

effect resulting in an innovative and ideal solution for 

detecting diabetes. This creative approach signifies a 

conscious attempt to navigate unfamiliar territories in 

machine learning, striving for advancements that surpass the 

individual capabilities of traditional models. Table III 

describe about the index of performance results for each class 

in each method. 

TABLE III.  INDEX OF PERFORMANCE RESULTS FOR EACH CLASS IN EACH 

METHOD 

Model Classes 
Accuracy 

(%) 

Recall 

(%) 

Precision 

(%) 

F1-

Score 

(%) 

SVM 

Diabetes 

76.62 

62.22 59.57 60.87 

Non-

Diabetes 
85.57 84.11 83.33 

RF 

Diabetes 

81.82 

65.96 72.09 68.89 

Non-
Diabetes 

88.78 85.58 87.15 

KNN 

Diabetes 

79.22 

59.57 68.29 63.63 

Non-

Diabetes 
87.85 83.18 85.45 

SMKSVM-

RF 

Diabetes 

73.37 

77.78 80.20 78.97 

Non-

Diabetes 
65.45 62.06 63.71 

The incorporation of comparative analyses and the 

introduction of a pioneering approach demonstrate our 

dedication to advancing current methodologies. By doing so, 

we endeavor to provide valuable insights into the field of 
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medical diagnostics, encompassing not only a nuanced 

comprehension of model performance but also potentially 

paving the way for more effective and precise tools in 

diabetes identification. 

Based on Fig. 2 about the heatmap correlation depicts the 

strength and direction of the linear relationships among 

variables in the dataset, measured by correlation coefficients. 

Notably, the highest correlation coefficient of 0.54 (age with 

pregnancies) indicates a moderate positive correlation, 

meaning that as one variable increases, the other tends to 

increase as well, although the relationship is not perfectly 

linear. While there is a noticeable correlation, its strength 

may not be adequate to suggest a direct linear correlation 

between the variables. Conversely, the weakest correlation, 

measured by a coefficient of -0.11 (age with skin thickness), 

shows a feeble negative correlation. In this instance, as one 

variable increases, the other tends to decrease slightly. The 

negative sign indicates an inverse relationship. However, the 

strength of the correlation is relatively weak. Moreover, the 

magnitude being close to zero implies that the variables are 

not strongly related. This in-depth comprehension of 

correlation coefficients yields insights into the nature and 

extent of relationships in the dataset, thereby guiding further 

analysis and interpretation. 

 

Fig. 2. Correlation heatmap 

C. Discussions 

In the realm of medical diagnosis, misidentifying healthy 

individuals as unwell and vice versa can have severe 

repercussions [62]. The increasing use of data mining 

technologies in healthcare emphasizes the need for accurate 

diagnosis [63]. This study aims to advance diabetes 

classification with the utilization of an SMKSVM-RF model. 

The primary objective is to develop a decision support system 

that enhances medical professionals' decision-making 

capabilities and offers valuable insights for more accurate 

diagnoses. We aim to create a system that can assist clinicians 

in making more precise diagnoses for diabetes patients [64]. 

Diabetes, or diabetes mellitus, is indicated by high 

glucose levels in the bloodstream and occurs when the body 

produces an insufficient amount of insulin or is unable to 

efficiently use it [65]. These deficiencies lead to a range of 

diabetic symptoms. Prolonged high levels of glucose carry 

the risk of causing damage to vascular and neural systems, 

which in turn can lead to complications in cardiovascular, 

renal, ophthalmic, and podiatric health [66]. Diabetes 

remains a widely prevalent global health concern, impacting 

415 million people, or one out of every eleven adults. 

Alarmingly, underdiagnosis of diabetes reaches 46%, 

underscoring the critical need for timely and precise detection 

[67]. Certain populations, including Pakistani and Indian 

women, demonstrate elevated susceptibility to diabetes, 

potentially arising from a combination of genetic, economic, 

and lifestyle factors [68]. In light of these complexities, 

researchers have leveraged artificial intelligence, particularly 

machine learning, to forecast diabetes and improve early 

intervention tactics [69]–[74]. 

The incorporation of machine learning and deep learning 

techniques has greatly impacted research related to diabetes, 

where datasets like the PIMA Diabetes Dataset have played a 

crucial role. PIMA Diabetes Dataset obtained from the 

Phoenix Pregnancy Incidence Database (PPID), contains data 

on 768 women living in the Phoenix region. Its substantial 

usage in multiple studies underscores its importance. The 

computational capacity of these approaches allows for the 

prediction of diabetes in its early stages, promoting proactive 

medical care. A variety of machine learning-based 

algorithmic methods have emerged throughout the medical 

field, including SVM [75], ANN [76], ELM [77], AdaBoost 

[78], RF [79], Bagging [80], KNN [81], and DNN [53][82]. 

This landscape of methodologies reflects the ongoing 

commitment to advancing diagnostic precision through 

innovative computational techniques (Table IV). 

TABLE IV.  COMPETITIVE RESULTS FROM ANOTHER METHOD 

Authors Year Dataset Method 
Accuracy 

(%) 

Joshi et al. [83] 2021 PIDD LR and ML 78.26 

Gupta et al. [10] 2022 PIDD QML and DL 95.00 

Krishnamoorthi 

et al. [84] 
2022 PIDD 

LR, KNN, SVM, 
RF, Proposed 

Framework LR 

83.00 

Kibria et al. [85] 2022 PIDD 

ANN, RF, SVM, 
LR, AdaBoost, 

XGBoost, and 

Ensemble (RF, 

XGB) 

90.00 

Proposed 

Model 
2023 PIDD SMKSVM-RF 73.37 

V. CONCLUSION 

Diabetes, a common health concern, is affected by 

considerations such as genetic predisposition and lifestyle 

decisions. The ongoing dialogue regarding diabetes between 

affected individuals and non-diabetics remains a topic of 

interest, as there is a growing awareness of the various risk 

factors that are linked to the condition. This study examines 

the domain of artificial intelligence, showcasing its 

effectiveness in identifying complex patterns and achieving 

high levels of accuracy. Furthermore, the combination of 

machine learning and deep learning techniques highlights the 

potential for synergy in creating a third strategy that is both 

efficient and precise. This study makes notable contributions, 

including the introduction of a novel approach called 

SMKSVM-RF, which resulted in an increased accuracy rate 

of 73.37%, recall is 71.62%, precision is 70.13%, and it has 
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a noteworthy F1-Score of 71.34% at confusion matrix. 

Anticipating that this innovative technique will enhance 

existing methods, the formula applied exhibits potential for 

developing into an optimal healthcare system, marking a 

substantial progression in the realm of diabetes detection. 
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