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Abstract—With the rising prevalence of retinal diseases, 

identifying eye diseases at an early stage is crucial for effective 

treatment and prevention of irreversible blindness. But 

Ophthalmologists face challenges in detecting subtle symptoms 

that may indicate the presence of a disease before it progresses 

to an advanced stage Among these challenges, eye diseases can 

present with a wide range of symptoms, and some conditions 

may share similar signs. To solve these difficulties, in the 

research proposed YOLOV8(You Only Look Once) 

Lightweight Self-Attention model to classify seven different 

retinal diseases. In this regard, the dataset that have been used 

in this study contains 5787 images from three different sources 

(Roboflow, Kaggle and Medical Clinics) were included in the 

seven classes of Glaucoma, Age-related Macular Degeneration 

(AMD), Cataract, Diabetic retinopathy (DR), and Retinal Vein 

Occlusion, which comprises of Branch Retinal Vein Occlusion 

(BRVO) and Central Retinal Occlusion (CRVO) and normal.  

As a results, the model has proven excellent performance in its 

classification ability. Boasting an average classification 

accuracy of 94% across the seven disease with precsition 96.2%, 

recall 96.6%and f1 score was 96.3% At the time of training it 

was 0.6 Houres(H). When compaired with Resnet50, VGG16 

results underscore the model’s superior performance in 

precision and computational efficiency compared. The 

algorithm's evaluation reveals its superiority when compared to 

earlier pertinent research, making it a trustworthy method for 

classifying retinal illnesses. 

Keywords—Ophthalmic Disease; Deep Learning; Fundus 

Image; Yolov8; Resnet50; Vgg16.  

I. INTRODUCTION  

According to the World Health Organization (WHO), 

Nearly 2.2 billion people worldwide suffer with vision 

impairment [1]-[3]. Early modification in the retina are 

influenced by a variety of variables, such as unfavorable 

environmental conditions, including aging, a high-

carbohydrate diet, systemic diseases, including 

hyperglycemia, hyperlipidemia, and hypertension [4][5]. 

Around the world, there are 300 million people with vision 

impairment and 45 million people who are blind, with more 

than 90 percent of them living in developing nations These 

numbers are increasing by the day, particularly among 

individuals over the age of 75 [6]. Diabetes is a worldwide 

problem Diabetes is one of the fastest-growing diseases in 

recent times.but it is especially prevalent in Indian society 

[7]-[9]. Diabetes affects 422 million individuals globally. 

According to the Lancet report, China, India, and the US have 

the highest number of diabetics [10]-[14]. Closely related in 

diabetic retinopathy (loss of vision) a crucial eye ailment that 

causes in loss. In general People with a long history of 

diabetes are more likely to be afflicted with this condition, 

and one out of every 10 will have vision loss [15]-[18] 

Diabetic retinopathy is expected to occur from 126.6 million 

to 191.1 million by 2030. Following diabetic retinopathy, 

retinal vein occlusion (RVO) can be specified as the second 

most prevalent retinal vascular disease [19][20]. About 16.4 

million individuals are expected to be affected by RVO 

globally, with a prevalence of 2.1% in the general population 

over 40 [21]-[25]. RVO consists of two sections as central 

and branch (CRVO and BRVO). CRVO includes superficial 

or deep retinal hemorrhages (HEs) that are dispersed along 

the vein at the lamina cribrosa [26]-[29]. Vascular injury, 

Virchow's triad comprises hypercoagulability, stasis, and 

vessel damage. thrombogenesis—are assumed to underpin 

the pathogenesis of CRVO [30]-[34]. BRVO BRVO is the 

second most prevalent retinal vascular condition, after 

diabetic retinopathy, is the blockage of a retinal vein branch 

at an arteriovenous crossing [35]-[37].  It is believed that the 

compression of the vein causes turbulent blood flow, which 

triggers the formation of thrombus. Thrombosis could cause 

engorged veins with varying degrees of retinal non-perfusion. 

if RVO is not treated in a timely manner, it can develop to 

major problems and cause serious visual impairment 

[38][39]. A cataract is defined as a clouding of the lens of the 

eye that impairs vision. One of the main causes of blindness 

is cataracts [40][41]. Up to 191 million individuals might be 

affected by blindness, of which 32.4 million now suffer. It is 

projected that 40 million people globally would be blind due 

to cataracts by the year 2025 [42][43]. Glaucoma, sometimes 

known as "the silent thief of sight," is the world's second 

largest cause of blindness. This condition affects more than 

60 million individuals worldwide, and by 2020, that figure is 

predicted to climb to 79.6 million. Glaucoma is an 

irreversible eye ailment., it needs to be identified and treated 

right away [44]. One factor affecting macula safety is age-

related macular degeneration (AMD), which is prevalent in 

the elderly population [45]. Worldwide, AMD is the fourth 

most common cause of blindness. It was predicted that 196 

million people worldwide will be  infected with AMD by 

2020, increasing to 288 million by 2040 [46]. DL has 

demonstrated notable benefits in a range of real-world 

applications lately [47][48]. Various attempts were made to 

use retinal fundus images and DL approaches to identify 

retinal eye disorders. Classifying multi-class retinal eye 

diseases is still a difficult task, despite the fact that DL 

approaches in machine learning (ML) have produced 

excellent results in binary classification tasks that distinguish 

between healthy and diseased retinal fundus images [49][50]. 
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Despite the effectiveness of CNN-based approaches. 

Previous studies utilizing classic CNN models such as 

Resnet50 or VGG16 have faced significant difficulty in 

classifying eye disorders. These algorithms are insufficient in 

terms of accuracy, storage space, and speed due to complex 

mathematical operations. Although accuracy and 

computational efficiency are considered among the most 

prominent classification techniques, these obstacles are in 

addition to them. There is no complete database that 

encompasses all of the diseases that are thought to be among 

the most common causes of blindness; in fact, earlier research 

were confined to classify them into two, three, or four 

categories. In our research article, we worked hard to tackle 

the issues utilizing a new, lightweight model (YOLOv8). 

That outperforms earlier systems in terms of performance and 

accuracy. In addition, we classified six disease categories that 

may lead to blindness, with the seventh health condition we 

compiled one database from three sources. For the two 

categories (BRVO and CRVO). We collected it locally 

because it is not available or in very few pictures, as it is 

considered the second most prevalent retinal vascular 

condition, after diabetic retinopathy. The Fig. 1 shows the 

statistical rates of Ophthalmic diseases in the world. 

 

Fig. 1. The statistical rates of Ophthalmic diseases in the world 

II. YOLOV8 

YOLO (You Only Look Once), a popular detection of 

objects and image segmentation approach, was created by 

Joseph Redmon and Ali Farhadi. YOLO, which was launched 

in 2015, soon garnered popularity due to its great speed and 

accuracy [51]. Ultralytics' most recent YOLO iteration is 

known as YOLOv8 [52].  With new features and upgrades 

that enhance performance, efficiency, and flexibility, 

YOLOv8 is a state-of-the-art (SOTA) model that performs a 

variety of vision AI tasks, including segmentation, detection, 

tracking, pose estimation, and classification. It builds upon 

the success of previous versions [53]-[55]. YOLOv8 

Architecture Explained in Fig. 1. The YOLOv5 team release 

YOLOv8[56] in January 2023. The primary improvements 

are as follows: 

A. The YOLOv8 Backbone 

CSPDraknet-53 in contrast with YOLOv5, YOLOv8's C3 

module has been changed with the C2f. Module with more 

gradient flow. Channel numbers are modified for different 

scale models to obtain more lightweight. YOLOv8 still uses 

the SPPF module from YOLOv5. 

B. Head 

The Head segment has two significant improvements over 

YOLOv5. The current Decoupled-Head technique separates 

classification and detection, thereby replacing the prior 

method. Second, it has changed from anchor-based to anchor-

free. 

C. Loss 

YOLOv8 replaces previously used IOU matching or 

unilateral ratio distribution methods with the Task-Aligned 

Assigner positive and negative sample matching method. 

Furthermore, YOLOv8 incorporates Distribution Focal Loss 

(DFL) [57]. Data augmentation could enhance model 

performance. However, introducing mosaic augmentation. 

Training may have detrimental repercussions. YOLOv8 

improves accuracy by turning off Mosaic augmentation in the 

latest 10 epochs. YOLOv8 offers multiple size models (N, S, 

M, L, and X) to accommodate various scenarios. 

On the MS COCO dataset test-dev 2017, YOLOv8X 

achieved an AP of 53.9% with 283 FPS using NVIDIA Tesla 

A100 and TensorRT [58]. YOLOv8 architecture Explains in 

Fig. 2. 

 

Fig. 2. YOLOv8 architecture 

III. LITERATURE SURVEY 

Various research works have been conducted on the 

stages of classifying eye diseases in the specific section based 

on their importance and which increase the risk of blindness. 

Researchers have proposed different models for classifying 

these diseases. Many authors have done so. They have 

worked and obtained good results. S. Dash, et al. (2023) [59], 

based on CNN layers, the suggested model vgg16 is intended 

to identify the five main retinal problems from a limited 

number of fundus images. After that, real-time fundus images 

that were collected as pictures were used to cross-validate the 

model. The accuracy regarding the suggested system is 

92.99% on average. E. Abitbol et al. (2022) [60], the purpose 

of the presented work was to evaluate the capability of a DL 

model, namely the DenseNet121 network, to discriminate 
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between diabetic retinopathy (DR), retinal vein occlusions 

(RVOs), sickle cell retinopathy (SCR), and normal eyes with 

the use of ultra-widefield color fundus photography (UWF-

CFP). The model has been used on a dataset from Creteil 

University Hospital that included 224 images from each of 

the four disease categories. Following 10 epochs, findings 

have shown an overall 88.40% accuracy and their AUC has 

been 88.50%. W. Xu, etal.'s 2022 research [61] focused upon 

the development of DL-based intelligent system as well as the 

exploration of its application to classification and diagnoses 

of RVO through using fundus images. 501 fundus images of 

both RVO patients and healthy eyes have been utilized for 

testing and model training. Using a fundus disease 

framework, referred to as ResNet18, the images were initially 

divided into four groups for this study. Fifty epochs in total 

have been trained. One of the three attention mechanisms—

squeeze and excitation network (SENet), coordination 

attention (CA), or convolutional block attention module 

(CBAM)—produced a high accuracy of more than 94% in 

each of the four groups. X. Luo, et al. in 2021[2], utilizing a 

real-world ophthalmic dataset regarding 5,000 patients in 

China with retinal fundus images as well as clinical data, they 

identified a few eye conditions, including cataracts, 

glaucoma, and age-related macular degeneration (AMD), 

called OIA-ODIR image for three different disease and 

healthy. Adaptive histogram equalization is referred to as 

AHE. Set the dropout rate to 0.3 and the input size to 

300×300. Two baseline techniques are EfficientNet-B3 with 

binary crossentropy loss, BCL-EfficientNet-B3 and FL-

EfficientNet-B3. They suggest using the FCL-EfficientNet-

B3 model. Between AMD and normal, glacoma and normal, 

and cataract and normal, the model's accuracy was 90.08%, 

84.78%, and 99.38%, respectively. R. Sarki et al. (2021) [49], 

this study introduced a new CNN model that can classify 

Diabetic Eye Disease (DED) into various groups. 1,748 data 

points, the Messidor, DRISHTI-GS, Messidor-2, and Kaggle 

cataract databases, Retinal fundus images were enhanced 

with contrast by using mathematical morphology. By using 

the right model parameters and enhancing the quality of the 

training images. The proposed model in RMSprop optimizer 

yielded the maximum sensitivity and specificity. The 

suggested CNN model achieved 81% accuracy in the test 

dataset. In 2023, T. Babaqi, et al [62] the study aimed to 

distinguish between normal eyes and those with diabetic 

retinopathy, cataracts, or glaucoma. The following resources 

were used to acquire information about using CNN and 

transfer learning for multi-class classification. The dataset 

contains approximately 4200 colored photos of normal eyes, 

cataracts, diabetic retinopathy, and glaucoma. The images 

were resized from 512×512 to 224×224. The suggested 

transfer learning approach is based on a pre-trained 

EfficientNet CNN architecture model, which obtained 84% 

accuracy. C. Wan et al. (2022) [63] employed DL approaches 

to screen RVO using swin transformers. They apply label 

smoothing, a regularization technique that employs one-hot 

noise addition to suppress overfitting. This results in the 

division of fundus images into four categories: MRVO, 

normal, BRVO, and CRVO. In the case when utilizing Swin 

Transformer, mainly focus on two things: the model's high 

accuracy during training and its strong generalization ability 

during application; The study's dataset has 805 fundus images 

in total, and the model's accuracy was 98.25%. 

IV. RESEARCH  METHODOLOGY  

This section presents the framework Ophthalmic Diseases 

classification as illustrated in Fig. 1. The collected data are 

fed into a preprocessing block in subsection A Subsequently, 

we present the augmentation of data in subsection B followed 

by the proposed model in subsection C Subsection D contains 

the suggested model's evaluation metrics. Fig. 3 shows 

Research Methodology steps. 

A. Image Acquisition and Preprocessing 

Three different datasets, namely Roboflow, Kaggle, and 

Medical Clinics were used for getting fundus images. The 

main features of the datasets are given below. 

● Roboflow dataset 

The Roboflow dataset has a contain 4215 fundus images 

for each (DR, Glaucoma, Normal, Cataract). All 4215 images 

are in JPG format resolution of the images is 224×224 with 

eight bits per color we used 4215 images with 80% being 

used for training and 20% for testing. 

● Kaggle dataset 

The Roboflow dataset has a contain 511 fundus images 

for AMD are in JPG format resolution of the images is 

300×300 with eight bits per color we used 511 images with 

80% being used for training and 20% for testing. 

● Medical Clinics dataset 

The Medical Clinics dataset has a contain 1061 fundus 

images Which was obtained from Salahuddin, Iraq for each 

CRVO AND BRVO Two medical experts diagnosed the risk 

of RVO These images originated from the optical coherence 

tomography (OCT) device, capturing eye disease images 

without surgical procedures. All of images in JPG format 

resolution of the images is 1200×1200, 600×600 with eight 

bits per color we used 1061 images with 80% being used for 

training and 20% for testing.  

● Preprocessing 

All of the fundus images have been pre-processed to have 

a set size of 224 by 224. A total of 5787 images made up the 

combined dataset, called Ophthalmic Data, which was split 

into 20% for testing and 80% for training. Table I displays 

the data divided into testing and training. Fig. 4 It shows a 

group of fundus image called Ophthalmic Data. One of the 

most important features used in Yolov8 during training is that 

some improvements are made to the images automatically, 

such as: contrast was (0.6, 1.4), saturation (0.304, 1.7), hue 

was (-0.015, 0.015]). 

TABLE I.  DIVIDE THE DATA INTO TRAINING AND TESTING 

Classes Data set No. of Image Train Test 
Cataract 

Roboflow 4215 

838 198 
Glaucoma 791 216 

Normal 866 208 
DR 878 220 

CRVO 
Clinical Medicine 1061 

410 103 
BRVO 438 110 
AMD Kaggle 511 408 103 
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Fig. 3. Research methodology 

 

Fig. 4. Retinal fundus color image of different condition 

B. Image Augmentation 

After dividing the data into 80% training and 20% testing, 

we notice AMD, CRVO, and BRVO. The sum of all training 

data was significantly lower than the other categories. 

Because of the imbalance between the aforementioned 

disease categories. As a result, it will cause the following 

issues:  Models may become biased toward predicting the 

majority class in order to obtain higher accuracy. Poor 

Generalization: Models may struggle to generalize 

effectively to minority classes, resulting in inferior 

performance in such classes. To avoid these complications. 

We attempted as much as possible to balance all categories, 

therefore we augmented the data for each AMD, CRVO, 

BRVO. Only for training data. Data augmentation depicts 

horizontal flip with a 50%. Images can be horizontally flipped 

with a 50% probability, which means there's an equal 

possibility of an image being flipped or not flipped during 

training and rotating randomly between -30 and 30 degrees.  

Images can be rotated clockwise or counterclockwise by the 

specified degree. During data augmentation, rotation and 

horizontal flip can be used simultaneously. This enhances the 

dataset's diversity, allowing the model to learn from a wider 

range of visual variances. Fig. 5 explains the mechanism of 

increasing data 

 

Fig. 5. Image augmentation 

C. Model 

In our study, we employed the YOLOv8 model, which 

was obtained through pip and trained using a labeled dataset 

(Ophthalmic Data). ADAM optimizer was trained with a 

momentum of 0.937, learning rate of 0.01, batch size of 32, 

weight decay of 0.0005, and 30 epochs. The results we 

obtained were sufficient to choose the parameters mentioned 

above. There are several scaled variants available for 

YOLOv8, including small, nano, large, medium, and extra-

large. For our model, we opted for YOLOv8n-cls, 

specifically the nano version, due to its compact size, 

lightweight nature, high speed, and performance. This 

version comprises 2.7 million parameters and includes 73 

layers. The Python 3 language was used in the Google Colab 

integrated programming environment (Colab Pro). Hardware 

accelerator type (T4 GPU) for faster computation, allowing 

for more resource-intensive tasks. 

D. Model Evaluation 

Since accuracy establishes the classifier's ability to 

provide a correct diagnosis, the accuracy test was utilized to 

assess the supplied model. Equation (1) displays the accuracy 

equation [60]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

Also, Precision, Recall and F1-score were used to measure 

the performance of our presented model, as these are the most 

popular and efficient measures in the implementation of 

models. These measures are explained in the following 

equations. 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = (
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
) (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 = (
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
) (3) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = (2 ×
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙) 

 (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙)
) (4) 

● TP - denotes the number of true positives (The outcome 

is positive and expected to be positive). 

● FN - denotes the number of false negatives (The outcome 

is positive, but it is predicted to be negative). 

● FP - represents the number of false positives (The 

outcome is negative, and it is expected to be negative). 

● TN - represents the number of true negatives (The 

outcome is negative, but it is predicted to be positive). 

V. EXPERIMENT RESULTS 

The results show that the proposed method is feasible and 

effective in classifying and detecting eye diseases. The 

greatest accuracy value in Speed: 0.2 ms inference, 0.1 ms 

preprocess, 0.0 ms loss, and 0.0 ms postprocess per image. 

The ideal time during 30 epochs was 0.6 hours achieved an 

accuracy rate of 94%, the Precision was 96.2%, recall was 

96.6%, the f1 was 96.3% At a time of 0.6 hours was achieved 

by training the model on the Ophthalmic dataset. The highest 

category among the categories was BRVO accuracy was 

achieved100%, as the number of test images was 110 images, 



Journal of Robotics and Control (JRC) ISSN: 2715-5072 412 

 

Ahmed Tuama Khalaf, Ophthalmic Diseases Classification Based on YOLOv8 

all of which were correctly classified as BRVO followed by 

the two categories DR, CRVO which achieved a high 

accuracy rate of 99%, while the lowest of the seven categories 

was glaucma which achieved an accuracy rate of 87%. Out of 

a total of 216 images, he incorrectly classified 29 images, six 

of which were predicted to be cataracts, while 23 images were 

predicted to be a healthy condition. This indicates that there 

is a very large similarity in features between the healthy 

condition and glaucoma. This increased the difficulty of 

training the model, requiring more images to compensate 

Differences in each picture. The Fig. 5 shows the confusion 

matrix of the number of images for each category, and the 

ability of the proposed model to predict the images, while the 

Fig. 6 shows input features with varying ranges may be 

normalized to a standard scale This makes it easier to 

understand and obtain accuracy for each of the seven 

categories. 

 

Fig. 6. Confusion Matrix on the test data 

 

Fig. 7. Confusion matrix on the test data normalized 

The proposed model was presented and its effectiveness 

in classifying eye diseases was compared with previous 

studies that use the same categories used in our research. It is 

close to our research in terms of using traditional CNN 

models and the number of categories used. The comparison 

is shown in the table. The results indicate that compared to 

the first study in the Table II, our research greatly excels in 

terms of the number of images as well as the number of 

classified categories, in addition to the major challenge is 

accuracy. We can say that the architecture or construction of 

the CNN requires training the model from the beginning, and 

this is the opposite of the model used, which is fast, 

lightweight, and does not require a lot of storage space. 

Compared to other studies, it achieved a high accuracy rate. 

Table II shows comparison between previous studies. 

TABLE II.   COMPARISON BETWEEN PREVIOUS STUDIES 

Model Time during       

training 
Total 

parameters Accuracy 

Vgg16 2.1 (H) 138.4m 88% 
Resnet50 1.4 (H) 25.6m 92% 

YOLOv8n-cls 0.6 (H) 2.7m 94% 
 

When compared with the model conventional models like 

VGG16 and Resnet50 are two popular convolutional neural 

network (CNN) architectures widely used in computer vision 

tasks, particularly image classification. The aforementioned 

models were trained on the same data (Opthalmic Data) in 

addition to the same parameters chosen for the YOLOv8 

model in terms of batch size, image size, number of epochs, 

and optimizer. where resnet50 got an accuracy of 92%. In an 

estimated time of 1.4 hours and Vgg16 got 88%. In an 

estimated time of 2.1 hours as as illustrated in Table III. In 

addition, the proposed model is characterized by simple 

mathematical operations by containing 2.7 million 

parameters, compared to resnet50, which contains 25.6 

million parameters Size up to 98 (MB), as well as vgg16, 

which contains 138.4 million parameters Size up to 528 

(MB). This indicates the presence of complex mathematical 

operations during the classification process, which may 

require large storage spaces. 

TABLE III.  COMPARE YOLO WITH RESNET50 AND VGG16 

S.N Paper Pixel 

image 
No. of 

Images 
No. of 

Classes Accuracy 

1 [49] 224×224 1,748 5 81% 
2 [62] 224×224 4200 4 94% 
3 [60] 700×500 224 4 88.4% 

4 Proposed 

Model 224×224 5787 7 94% 

 

An accuracy comparison of the three models with respect 

to the epoch number is presented for the training and testing 

processes are in Fig. 8(a), Fig. 8(b), and Fig. 8(c). 

The Fig. 9 Top-5 accuracy is determined by checking 

whether the correct (ground truth) class is among the top five 

predictions. If the correct class is among the top five, the 

prediction is considered correct. 



Journal of Robotics and Control (JRC) ISSN: 2715-5072 413 

 

Ahmed Tuama Khalaf, Ophthalmic Diseases Classification Based on YOLOv8 

 

(a) Vgg16 accuracy rate 

 

(b) Resnat50 accuracy rate 

 

(c) Yolov8 accuracy rate 

Fig. 8. Accuracy comparison of the three models with respect to the epoch 

number 

 

Fig. 9. Top 5 Accuracy some of AMd, CRVO, Cataract and Glaucoma 

VI. CONCLUSION 

Eye diseases pose a significant challenge in causing 

blindness, representing irreversible conditions. However, 

early detection increases the likelihood of successful 

treatment. In this study, we employed YOLOv8 to classify 

prominent eye diseases. The selected model, YOLOv8n-cls, 

was trained on a dataset named (Ophthalmic data) from three 

different sources (Roboflow, Kaggle and Medical Clinics) 

which contains 5787 fundus image. The achieved results 

demonstrated remarkable accuracy, with a 94% accuracy 

rate, the Precision was 96.2%, recall was 96.6%, the f1 was 

96.3%. attained in just 30 epochs. These effective results can 

help doctors decide to detect these diseases early and avoid 

the risk of blindness. These findings highlight that the chosen 

model strikes a balance between accuracy, size and time. This 

observation holds true, particularly when compared to 

training vgg16 and Resnet50 models on the same dataset with 

identical parameters, where YOLO outperformed the 

mentioned models. Although there are many limitations and 

obstacles to medical applications, the most important of 

which is the data set, which is considered a critical 

component that directly influences the performance, 

generalization, and robustness of deep learning models. This 

is why it is difficult to obtain a comprehensive database that 

contains a larger number of categories. We faced difficulty in 

the stage of data collection and diagnosis by doctors due to 

time constraints. We were able to classify six diseases, which 

are considered the most well-known diseases. Future work 

will focus on collecting more data to train the model and 

extract features that avoid misclassification. More categories 

for example. Arteriosclerotic retinopathy (AR), retinal artery 

occlusion (BRAO), Hemi-Central Retinal Vein Occlusion 

and etc.  In addition to features to improve classification 

accuracy. 
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