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Abstract—The primary objective of this paper is to design
and assess the performance of conventional Proportional Integral
Derivative (PID), Internal Model Controller (IMC), and IMC-
based PID controllers tailored for Hydro Turbine Power Systems
(HTPS) exhibiting Non-Minimum Phase (NMP) dynamics. The
focus is on overcoming the limitations of existing approaches
in handling such complex system dynamics. Existing literature
underscores the difficulty of crafting controllers for such systems.
The current study represents a sincere endeavour to design and
evaluate the performance of conventional Proportional Integral
and Derivative (PID), Internal Model Controller (IMC), and IMC-
based PID controllers tailored for HTPS characterized by NMP
behaviour. The design case study and simulations were conducted
using MATLAB and Simulink. The closed-loop responses of HTPS
with PID, IMC, and IMC-PID are presented, and the controller
performances are scrutinized in both time and frequency domains.
To validate the effectiveness of the controllers, performance indices
such as Integrated Squared Error (ISE), Integrated Absolute
Error (IAE), Integrated Time-weighted Absolute Error (ITAE),
Integrated Time Squared Error (ITSE) are calculated, as well as
control efforts are calculated using 2-norm and infinity-norms.
These performance indices and control effort norms offer a
comprehensive evaluation of the controllers’ performance in terms
of minimizing error, handling system dynamics, and optimizing
control effort across different time scales. Analysing these metrics
aids in selecting and refining controllers for optimal performance
in HTPS with NMP behaviour. Our findings illustrate that IMC-
based PID controllers exhibit superior performance compared
to conventional PID controllers in effectively handling the Non-
Minimum Phase (NMP) dynamics of Hydro Turbine Power
Systems (HTPS). This superiority is substantiated by enhanced
performance indices, including reductions in ISE, IAE, ITSE, and
ITAE.

Keywords—Non-Minimum Phase; Hydro Turbine Power System;
PID; IMC; IMC based PID; Control System; System Dynamics.

I. INTRODUCTION

This paper tackles the formidable challenge of designing
Load Frequency Controllers (LFC) specifically tailored for
Hydro Turbine Power Systems (HTPS) characterized by Non-
Minimum Phase (NMP) dynamics. Preserving stability in power
systems is paramount, especially in response to abrupt alter-
ations in load or generation. This diligence is essential to avert

blackouts and uphold the dependable provision of electricity.
Load Frequency Control (LFC) emerges as a pivotal function
within power systems, tasked with preserving the equilibrium
between the generated electric energy and the demand from
loads. The effective management of this balance is crucial for
sustaining the stability and reliability of the overall power grid
[1]- [4]. In essence, LFC ensures that the electricity generated
aligns with the varying demands, safeguarding against potential
disruptions and contributing to the seamless functioning of our
interconnected electrical systems [5]- [7]. The Load Frequency
Controller (LFC) plays a pivotal role in aligning power supply
with demand, thereby preserving the stability of the grid. Its
effectiveness extends to minimizing losses in the power system
by mitigating the necessity for costly additional generation
and transmission capacity [8]- [10]. This reduction in infras-
tructure needs contributes to cost savings in both construction
and maintenance. Furthermore, LFC enhances the operational
efficiency of the power system by enabling generators to operate
at their optimal output levels. This not only reduces fuel
consumption but also leads to a decrease in emissions, aligning
with sustainable and environmentally conscious practices.

This paper focuses on the Hydro Turbine Power Sys-
tem (HTPS), encompassing components such as the gov-
ernor model, turbine model, generator & load model, and
droop characteristics. The literature survey conducted delves
into various power system models and commonly employed
control strategies in traditional power systems, incorporating
soft computing techniques. Different turbine models, includ-
ing thermal, gas, hydro, reheat steam, non-reheat steam, and
combinations of these, are discussed in existing literature [11].
These turbine models serve as the basis for defining the types
of power systems. Notably, among the available models, this
paper specifically addresses the hydro turbine model with Non-
Minimum Phase (NMP) dynamics.

In the realm of control systems theory, non-minimum phase
dynamics pertain to the presence of additional zeros in the
Right Half of the S-plane (RHS) [12]- [13]. This character-
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istic introduces complexity to stability analysis and controller
design, often leading to potentially unstable behaviour. Hydro
Turbine Power Systems (HTPS) featuring Non-Minimum Phase
(NMP) dynamics present specific challenges in control; issues
include unstable behaviour, delayed responses, and difficulties
in achieving precise control [14]- [17]. Consequently, these
challenges contribute to slower system performance, reduced
disturbance rejection capabilities, instability, oscillations, the
need for delay compensation, and limited effectiveness in
rejecting disturbances. Additionally, the design of controllers
for systems with NMP dynamics must consider modeling
uncertainties and variations in system parameters, highlighting
the intricacies involved in achieving stable and efficient control
in such systems.

To address such control challenge traditional controllers like
PID, Smith Predictor, lead-lag compensators, and feedforward
control have been used for system under investigation. In
the paper [18] Dual loop – internal model control (DL-IMC)
scheme is proposed for hydrothermal power plant for distur-
bance rejection and minimization of oscillations. The tread-off
between the closed loop performance and robustness of the
IMC based PID controller for NMP integrating processes with
time delays are presented in [15]. IMC based controllers for
good set point tracking and disturbance rejection for specific
NMP systems are presented in [19]. The performances of above
discussed controllers are having some limitations. From the
literature it is observed that there is need of designing an
effective and efficient controller for HTPS with NMP behaviour
[62]- [64].

This paper presents design and investigate the performance
of conventional Proportional Integral and Derivative (PID) [20]-
[27], Internal Model Controller (IMC) [28]- [32]and IMC based
PID controllers [44]- [52]for HTPS of NMP behaviour. From
the simulation results it is concluded that the IMC based control
strategy handles NMP dynamics of HTPS more effectively as
compared to conventional PID controllers. Rest of the paper is
organized as, in section 2 non-minimum phase hydro turbine
power system’s mathematical model is presented. In section 3
& 4 designing of PID controller, IMC controller and IMC based
PID controller is explained. Section 5 covers the performance
analysis in terms of time domain, frequency domain & different
error calculations and then results and discussion covered in 6th
section; Conclusion is in section 7.

II. MODELLING OF HYDRO TURBINE POWER SYSTEM
(HTPS)

The hydro turbine is used to generate electricity in hydro-
electric power generation plants where energy is transferred
from moving water to rotating shaft. The block diagram of the
single area hydro turbine power system which exhibits non-
minimum phase dynamics is shown in Fig. 1; which consist of
governor Fig. 2, hydro turbine Fig. 3 and generator with load

Fig. 4 and primary controller i.e., droop characteristics [66]-
[72].

Fig. 1. Hydro Turbine Power system (HTPS).

A. The Governor

Fig. 2. Typical Governor block diagram.

∆Pg

∆ω
=

−( 1
R )

1 + Tgs
(1)

B. Hydro Turbine Model

Fig. 3. Hydro Turbine block diagram.

∆PM

∆Pg
=

1− Tws

1 + 0.5Tws
(2)

C. Hydro Turbine Model

∆PM −∆PL

∆ω
=

Kp

1 + Tps
(3)

The transfer function of the block diagram as shown in Fig. 1,
obtained using a block reduction method and can be written as
given in (4).

∆ω

∆Pc
=

(1− Tws)(Kp)

(1 + Tgs)(1 + 0.5Tws)(1 + Tps) +
1
R

(4)
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Fig. 4. Generator and Load model block diagram.

The different variables used in modelling of NMP HTPS are
listed in Table I. The values of above listed parameters used to
identify the transfer function are Kp = 1, Tp = 6, Tw = 4,
Tg = 0.2 and R = 0.05 [54], [62].

TABLE I. NOMENCLATURE

∆PL External load change (p.u.MW)
∆Pg The change in steam valve position
∆Pm The change in turbine mechanical power output
∆ω Speed deviation (input to governor) due to load change (Hz)
∆Pc Load set-point
Tg Time constant of the governor (s)
R The speed droop regulation constant.
Tw The Hydro-turbine time constant (s)
Kp Gain of electric system
Tp Time constant electric system (s)

After utilising all given parameter values and substituting in
equation (4) the final transfer function is,

Gp(s) =
∆ω

∆Pc
=

(1− 4s)

2.4s3 + 13.6s2 + 8.2s+ 21
. (5)

After examining the equation (4) & equation (5), it is very
much clear that system’s zero lies in right-half of the complex
plane and thus the above-mentioned system is non-minimum
phase system [63]- [65]. The root locus of system is shown
in Fig. 5 which clearly shows that due to zero at right half
of complex plane the system becomes unstable. The critical
gain of the system is approximately 1.14 when it travels from
stability to instability whereas the damping ratio is negative.

III. CONTROLLER DESIGN FOR HTPS WITH NMP
DYNAMICS

A. Conventional PID Controller

The PID controller is connected as secondary controller to
the non-minimum phase single area power system as shown in
Fig. 6 [11].

The mathematically PID controller is expressed in (6) as,

Gc(s) = Kp(1 +
1

Ti
s+ Tds), (6)

where Kp is proportional gain, Ti is integral time constant and
Td is derivative time constant [58]- [59].

Fig. 5. Root Locus plot of NPS HTPS.

Fig. 6. PID Controller for NMP HTPS

The final transfer function of system with secondary PID
controller can be obtained using (7) as,

∆ω

∆Pc
=

(1− Tws)(Kp)

(1 + Tgs)(1 + 0.5Tws)(1 + Tps) + ( 1
R +Gc(s))

.

(7)
The transfer function of PID is,

CPID =
1.019e−8s

2

+ 1.287e−5s+ 0.00406

0.00317s
(8)

B. Proposed Internal Model Control (IMC) method

The IMC was introduced by Garcia and Morari. IMC is a
control strategy that explicitly incorporates an internal model of
the system dynamics, allowing it to handle non-minimum phase
behaviour more effectively compared to traditional controllers.
The standard feedback structure uses the process model in an
implicit fashion, that is, PID tuning parameters are “tweaked”
on a transfer function model, but it is not always clear how the
process model effects the tuning decision [32], [33], [34]. By in-
cluding an internal model that represents the system’s dynamics,
IMC effectively accounts for the unstable poles and zeros in the
design process. The IMC controller can effectively handle the
time delays and improve control performance, leading to faster
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response times and better accuracy [35]- [40]. The internal
model serves as a representation of the system’s dynamics, al-
lowing the controller to adapt and compensate for uncertainties
effectively [41]- [43]. This robustness to model uncertainty is
particularly beneficial in non-minimum phase systems where
variations and uncertainties can have a significant impact on
control performance [55]- [56]. The basic structure of IMC is
shown in Fig. 7. From the Fig. 7; we can say that the original
plant model G(s) is compared with its plant developed model
G̃(s)which creates the feedback signal D̃(s). The feedback
signal can be mathematically expressed as in (9).

Fig. 7. The basic structure of IMC based controller.

D̃(s) = (G(s)− G̃(s))U(s) +D(s), (9)

where, D(s) is the Laplace transform of the external distur-
bance d(t). In some conditions if external disturbance is absent
then D(s) = 0 which provides the actual difference between
the plant model G(s) and developed model G̃(s) to feedback
signal D̃(s). Therefore the D̃(s) is useful to improve the control
signal if it is subtracted from YD(s).

Thus, the control signal U(s) can be obtained from block
diagram and represented in (10),

U(s) = CIMC(s)(YD(s)− D̂(s)). (10)

Substituting (9) in (10) gives,

U(s) = CIMC(s)(YD(s)− (G(s)− G̃(s))U(s)+D(s)). (11)

U(s) = CIMC(s)YD(s)− CIMC(s)G(s)U(s)

+CIMC(s)G̃(s)U(s)− CIMC(s)D(s), (12)

and final representation is shown in (13) as,

∴ U(s) =
CIMC(s)(YD(s)−D(s))

1 + CIMC(s)(G(s)− G̃(s))
. (13)

IMC controller designing is done in step-wise procedure as,
Step 1: Derive positive part of plant model which consist of

all delays in system and any positive zero;
Step 2: Derive negative part of plant model which consist of

negative zeros and remaining components of plant;
Step 3: Choose appropriate low pass filter which ensure the

properness and speed of the IMC controller [57].

The plant model is separated in positive and negative parts.

G̃(s) = G̃+(s)G̃−(s), (14)

the factor G̃+(s) contains all time delays and positive zeros
and, the factor G̃−(s) has no delays and all of its zeros are
negative. IMC controller is given as,

CIMC(s) = (
1

G̃−(s)
)LPF (s). (15)

And LPF (s) = 1
(1+Tfs)

η is low pass filter selected such
a way that IMC controller is proper. Thus, η is selected to
achieve properness of IMC controller, Tf is speed response
adjustable parameter. Also, the closed loop system output Y(s)
is determined as Y (s) = G(s)U(s) + D(s); which is derived
as,

Y (s) = G(s)

 CIMC (s) (YD (s)−D (s))

1 + CIMC (s)
(
G (s)− G̃ (s)

)
+ D(s),

(16)

i.e. Y (s) =

(
G(s)G̃−1

− (s)F (s)

1+G̃−1
− (s)F (s)(G(s)−G̃(s))

)
YD (s)

+

 1− G̃ (s) G̃−1
− (s)F (s)

1 + G̃−1
− (s)F (s)

(
G (s)− G̃ (s)

)
D (s) , (17)

where the sensitivity function,

Sf (s) =

(
1−G̃(s)G̃−1

− (s)F (s)

1+G̃−1
− (s)F (s)(G(s)−G̃(s))

)
,

and complementary sensitivity function,

CSf (s) =

(
G(s)G̃−1

− (s)F (s)

1+G̃−1
− (s)F (s)(G(s)−G̃(s))

)
.

If the developed plant model is very accurate to original
plant model, then; mismatch is zero then sensitivity Sf (s) = 0
and complementary sensitivity CSf (s) = 1. In such condition
the input tracking will be accurate and external disturbance
rejection can be achieved successfully. Fig. 8 illustrates the
connection of the Internal Model Control (IMC) controller in
a closed-loop system with the plant model.

Fig. 8. Closed loop system with IMC controller
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To guarantee the properness of the IMC controller for the
given system, a value of η = 3 is selected. The parameter Tf

is chosen as 2.0 to fine-tune the speed response. The resulting
transfer function of the IMC controller is provided in equation
(18).

CIMC =
2.4s3 + 13.6s2 + 8.2s+ 21

8s3 + 12s2 + 6s+ 1
. (18)

C. Internal Model Control based Proportional Integral Deriva-
tive (IMC based PID) Controller

The classical controller is connected in a cascaded configura-
tion with the plant, forming a closed-loop system, as illustrated
in Fig. 9.

Fig. 9. Classical controller in closed loop system

In the process of designing the Internal Model Control (IMC)
based PID controller, Fig 7 and 9 were thoroughly examined.
The relationship between the IMC and IMC-based PID con-
trollers was investigated by analysing the general closed-loop
transfer functions without the presence of external disturbances.
Consequently, the transfer function equation (16) of the IMC-
based controller without disturbance is derived as,

Y (s)

YD (s)
=

G(s)CIMC (s)

1 + CIMC (s) (G (s)− G̃ (s))
. (19)

The transfer function of closed loop system with classical
controller and without disturbance is,

Y ′(s)
YD′(s)

=
G (s)C (s)

1 +G (s)C (s)
. (20)

After analysing equation (19) and equation (20), IMC based
PID controller is given in equation (22),

G (s)CIMC (s)

1 + CIMC

(
G (s)− G̃− (s)

) =
G (s)C (s)

1 +G (s)C (s)
. (21)

∴ C(s) =
CIMC (s)

1− CIMC (s) G̃ (s)
. (22)

Now equation (22) with equation (14) and equation (15)
becomes

C(s) =
( 1

G̃− (s)
)F (s)

1−F (s)G̃+(s)

i.e.,

C (s) =
G̃−1

− (s)

F−1 − G̃+(s)
. (23)

The plant transfer function as shown in equation (5), can be
reduced to second order system by using two dominant poles.
The characteristics equation of the system is ( 2.4s3+13.6s2+
8.2s+21 ). The roots of the system are (−5.3337, −0.1665 ±
1.2700i ). The real root can be neglected as the real part of the
complex conjugate roots is less than one-fifth of the real root
[5]. Thus, the reduced order i. e. second order model of plant
is,

G̃r (s) =
k (1− 4s)

s2 + 0.333s+ 1.641
, (24)

where k is chosen as k = 1.641/(1 + 1/R) = 0.078; such
that DC gains of original plant and reduced order plant are
equivalent. To verify the alignment between the original plant
and the reduced-order plant model, the step responses of both
are plotted, as illustrated in Fig. 10. The responses of both
transfer functions exhibit a close match, indicating a high
degree of similarity. Consequently, it can be inferred that the
dynamics of the two systems are consistent.

Fig. 10. Step response of original vs reduced ordered model.

Now, to design IMC based PID controller, the plant model
is separated in positive and negative parts.

G̃r(s) = G̃r+(s)G̃r−(s) (25)

∴ G̃r+ (s) = 0.078 (1− 4s) and

G̃r−(s) =
1

s2 + 0.333s+ 1.641
. (26)

For IMC based PID controller equation (22) can be re-written
using equation (24) and LPF i.e., 1

(1+Tfs)
r as with Tf = 1 &

r = 2.

CIMC PID =
s2 + 0.333s+ 1.641

(1 + Tfs)
r − 0.078 (1− 4s)

, (27)

CIMC PID =
s2 + 0.333s+ 1.641

4s2 + 6.882s− 0.0105
. (28)
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IMC based PID controller is cascaded with original plant
model with unity feedback is as shown in Fig. 11. The IMC-
based PID controller is connected in a cascaded configuration
with the original plant model, and the entire system operates
under unity feedback, as depicted in Fig 11.

Fig. 11. Closed loop system with IMC based PID controller

IV. CLOSED LOOP ANALYSIS OF PID, IMC AND IMC
BASED PID CONTROLLERS

To conduct a comprehensive performance analysis of PID,
IMC-based controller, and IMC-based PID controller, simula-
tions were carried out using the MATLAB software within the
online MATLAB environment. The simulation and program-
ming for the Non-Minimum Phase hydro turbine power system
(NMP HTPS) were implemented using MATLAB’s live script.
The tuning of the PID controller for the plant was accomplished
using the ’pidtune’ function within the live script.

The primary objective of this simulation-based study was
to assess and compare the performance of the conventional
PID controller with the model-based Internal Model Controller
(IMC) and the IMC-based PID controller. The initial phase
involved the design and simulation of the PID controller using
MATLAB programming within a live script. Similarly, scripts
were written for the design of the IMC and IMC-based PID
controllers.

Utilizing MATLAB/Simulink programming, the investigation
encompassed both step response and the impact of a 20%
load change as an external disturbance on the NMP HTPS.
The controllers were applied in the secondary control loop, as
illustrated in Fig. 6, 8 and 10 for PID, IMC, and IMC-based PID
controllers, respectively. Time domain parameters such as rise
time, settling time, overshoot, and undershoot were analysed
for both controllers using the ’stepinfo’ syntax. Additionally,
frequency response analysis parameters were calculated using
the bode plot.

Fig. 12 visually represents the step response of the system
without a controller, with a PID controller, with an IMC-
based controller, and with an IMC-based PID controller. The
system with the PID controller exhibits oscillations in transient
response and takes around 47 seconds to stabilize the frequency
deviation i.e. ∆ω, reflecting the challenge in tuning a PID
controller for the RHS zero of the NMP HTPS.

Fig. 12. Step response of NMP HTPS with different control actions

Tuning a PID controller to strike a suitable balance between
various control objectives is intricate, leading to challenges in
achieving optimal performance in all aspects simultaneously.
The IMC-based PID controller requires more time to rise and
reach the set point, as highlighted in Table III. Fig. 13 depicts
the system response for various designed controllers in the
presence of a 20% load change.

Fig. 13. Response of NMP HTPS with 20% load change

A. Time Domain Analysis

The comparison of PID, IMC, and IMC-based PID con-
trollers in the time domain is presented in Table II. Notably,
the IMC controller exhibits improvements in both rise time
and settling time compared to the PID and IMC-based PID
controllers. All controllers successfully mitigate overshoot.

Introducing a 20% load change as an external disturbance at
t=30 sec, the time domain parameters are re-evaluated and doc-
umented in Table III. The IMC controller, featuring an internal
model representing the system’s dynamics, effectively addresses
the challenges posed by an unstable zero during the design
phase. This incorporation leads to enhanced stability margins
and a reduced likelihood of system instability or oscillations.
The non-minimum phase behavior of the NMP HTPS results
in a delayed response that impacts control performance. The
internal model within the IMC controller captures the intricacies
of the system’s dynamics, including the non-minimum phase
behavior. This capability enables the controller to anticipate
and counteract disturbances, resulting in superior disturbance
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TABLE II. TIME DOMAIN ANALYSIS

Transient Response Open Loop PID Controller IMC Based PID Controller IMC Controller
Rise Time (s) 0.1729 26.9175 140.1897 7.3331

Settling Time (s) 23.9371 47.0059 252.5376 16.7570
Overshoot 291.7782 0 0 0

Undershoot 340.7513 33.2084 1.8067 31.7474

rejection performance compared to traditional controllers. The
internal model serves as a representative depiction of the
system’s dynamics, empowering the controller to adapt and
compensate for uncertainties. This robustness to model uncer-
tainty proves particularly advantageous in non-minimum phase
systems, where variations and uncertainties can significantly in-
fluence control performance. The study underscores the efficacy
of the IMC controller in enhancing stability, responsiveness, and
disturbance rejection in the challenging context of NMP HTPS.

TABLE III. TIME DOMAIN ANALYSIS WITH 20% LOAD CHANGE

Transient
Response PID Controller IMC based

PID Controller
IMC

Controller
Rise Time (s) 19.799 136.558 7.380

Settling Time (s) 57.481 269.696 14.726
Overshoot 0 0 0

Undershoot 4.622 0.02047 6.695

B. Frequency Analysis Using Bode Plots

The frequency response of a system provides insights into its
steady-state behaviour when subjected to sinusoidal inputs of
varying frequencies. Parameters such as phase margin and gain
margin offer crucial information regarding the system’s stability
across different frequencies. The specific parameters extracted
from Fig. 14 are documented in Table IV.

Fig. 14. Bode plot of PID, IMC based PID & IMC Controller

Upon scrutinizing the designed controllers, a notable obser-
vation emerges: IMC-based controllers exhibit greater stability
compared to the conventional PID controller. Notably, the
IMC-based PID controller demonstrates enhanced stability and
resilience to disturbances. This improvement is evident in the
increased gain and phase margins when compared to both the
PID controller and the standard IMC controller.

TABLE IV. FREQUENCY DOMAIN ANALYSIS

Frequency
Response

PID
Controller

IMC based
PID Controller

IMC
Controller

Gain Margin (db) 4.8563 24.0226 1.1598
Phase Margin -42.6284 173.0786 45.8094
Gain crossover
Frequency 0.9778 0.0018 0.2751

Phase crossover
Frequency 0.7129 1.1524 0.4226

However, when we juxtapose the findings from frequency
domain analysis with those from time domain analysis, a
nuanced insight emerges. In the present context, the IMC
controller stands out as more suitable than the IMC-based PID
controller. This suggests that, despite the enhanced stability of
the IMC-based PID controller in the frequency domain, the IMC
controller offers superior performance considering the overall
system dynamics and requirements.

C. Performance Indices

All errors, namely Integral Square Error (ISE), Integral
Absolute Error (IAE), Integral Time Square Error (ITSE), and
Integral Time Absolute Error (ITAE), have been computed and
organized in Table V. Analysis of these values reveals that
superior system response speed and accuracy are attained when
employing the IMC controller. Specifically, the IMC controller
exhibits lower values for integral square error, integral absolute
error, integral time square error, and integral time absolute error
in comparison to both PID and IMC-based PID controllers.
This suggests that the IMC controller outperforms the others in
achieving a more precise and efficient system response.

TABLE V. PERFORMANCE INDICES

Error
Calculations PID Controller IMC based

PID Controller
IMC

Controller
ISE 11.3005 8.5953 4.125
IAE 16.3743 9.3558 6
ITSE 8113.1 1432.7 462.5
ITAE 195.9649 93.0478 23.9992

D. Control Effort

The control effort refers to the quantity of energy or power
required by the controller to carry out its designated function.

• 2-norm of Control Effort:
Represents the Euclidean norm of the control effort,
providing a measure of the overall magnitude of the
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control input.

∥ u(t) ∥2 =

√∫ T

0

|u(t)|2 dt (29)

• Infinity-norm of Control Effort:
Captures the maximum magnitude of the control effort
throughout the specified time period.

∥ u(t) ∥∞ = maxtu(t) (30)

In this study, the calculation of 2-norm and infinity-norm
values has been calculated and documented in Table VI. This
allows for the examination of control efforts associated with
each controller. These performance indices and control effort
norms offer a comprehensive evaluation of the controllers’
performance in terms of minimizing error, handling system
dynamics, and optimizing control effort across different time
scales.

TABLE VI. 2-NORM AND ∞ NORM VALUES

Norm
Calculations PID Controller IMC Based

PID Controller IMC Controller

2-Norm 0.4941 0.6996 0.3062
∞-Norm 1.1383 1.0964 1.0

Analysing these metrics aids in selecting and refining con-
trollers for optimal performance in HTPS with NMP behaviour.
Remarkably, the IMC controller demonstrates lower control
efforts compared to the other two controllers. This observation
suggests that the IMC controller excels in delivering efficient
performance with reduced energy requirements, highlighting its
effectiveness in achieving superior control outcomes.

V. RESULTS AND DISCUSSION

The MATLAB simulation provides clear evidence that
both Internal Model Control (IMC) and Proportional-Integral-
Derivative (PID) controllers demonstrate effectiveness in man-
aging non-minimum phase systems. However, it becomes ap-
parent that IMC controllers are more adept in handling these
systems due to their capability to consider the impacts of zeros
in the right half-plane. Moreover, IMC controllers offer built-in
tuning rules that streamline the design process. In comparison,
even with 20% load change condition showing that the IMC-
based controller stands out by delivering superior accuracy
and speed in the system’s response. This distinction under-
scores the advantage of using IMC controllers, emphasizing
their suitability for non-minimum phase systems. Overall, the
findings highlight the practical advantages and efficiency of
IMC controllers in such scenarios, providing valuable insights
for control system design.

VI. CONCLUSION

This paper presents a mathematical model for Hydro Tur-
bine Power System (HTPS) exhibiting Non-Minimum Phase
(NMP) behaviour. The study addresses the complex task of
Load Frequency Control (LFC) in HTPS by devising con-
trollers, including Proportional-Integral-Derivative (PID), Inter-
nal Model Control (IMC), and a combined IMC-PID approach.
The performance of these controllers is thoroughly analysed in
both the time and frequency domains through simulation.The
simulation results reveal that the IMC-based control strategy,
incorporating an internal model of system dynamics, outper-
forms conventional PID controllers in effectively handling the
NMP dynamics of HTPS. To validate the controllers’ efficacy,
a comparative analysis is conducted based on performance
indices criteria and control efforts norms. The study emphasizes
that traditional tuning methods are not directly applicable to
meet LFC requirements in HTPS with NMP characteristics.

The IMC design is highlighted for its ability to offer flex-
ibility in adjusting internal model parameters, enabling op-
timization of controller performance. Furthermore, the paper
suggests the potential application of soft computing optimiza-
tion approaches to achieve desired response characteristics
in the investigated system. This implies a promising avenue
for refining control strategies in scenarios with non-standard
dynamics. In summary, the research contributes a compre-
hensive understanding of LFC in HTPS with NMP behavior,
showcasing the superiority of IMC-based controllers over PID
counterparts. The findings underscore the need for specialized
tuning methods and highlight the adaptability and optimization
capabilities of IMC design.

The soft computing optimization introduces an exciting
prospect for future advancements in achieving desired system
responses, like developing hybrid controllers [61] or using
artificial intelligence or optimization techniques [60] for further
optimization of control strategies in NMP systems. Addition-
ally, the power system encompasses various turbines, including
thermal and nuclear types, and features single area, double area,
and multi-area systems [73]- [80]. The incorporation of these
elements is a potential avenue for future work.
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