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Abstract—Pneumonia is a disease that causes high mortality 

worldwide in children and adults. Pneumonia is caused by 

swelling of the lungs, and to ensure that the lungs are swollen, a 

chest X-ray can be done. The doctor will then analyze the X-ray 

results. However, doctors sometimes have difficulty confirming 

pneumonia from the results of chest X-ray observations. 

Therefore, we propose the combination of SMOTE and several 

CNN architectures be implemented in a chest X-ray image-

based pneumonia detection system to help the process of 

diagnosing pneumonia quickly and accurately. The chest X-ray 

data used in this study were obtained from the Kermany dataset 

(5216 images). Several stages of pre-processing (grayscaling and 

normalization) and data augmentation (shifting, zooming, and 

adjusting the brightness) are carried out before deep learning is 

carried out. It ensures that the input data for deep learning is 

not mixed with noise and is according to needs. Then, the output 

data from the augmentation results are used as input for several 

CNN deep learning architectures. The augmented data will also 

utilize SMOTE to overcome data class disparities before 

entering the CNN algorithm. Based on the test results, the 

VGG16 architecture shows the best level of performance 

compared to other architectures. In system testing using 

SMOTE+CNN Architectures (VGG16, VGG19, Xception, 

Inception-ResNet v2, and DenseNet 201), the optimum accuracy 

level reached 93.75%, 89.10%, 91.67%, 86.54% and 91.99% 

respectively. SMOTE provides a performance increase of up to 

4% for all CNN architectures used in predicting pneumonia. 

Keywords—Pneumonia; X-Ray Images; SMOTE; CNN 

Architectures. 

I. INTRODUCTION 

In 2019, pneumonia resulted in the death of 800,000 

children worldwide. So that every 39 seconds, a child dies 

from this disease. Most children with pneumonia die under 

two, and nearly 153,000 child deaths occur in the first month 

of life [1]. Apart from affecting children, pneumonia can also 

affect adults with more or less the same symptoms/effect [2]. 

Pneumonia is swelling that occurs in the lungs and is usually 

caused by an infection [3]. People suffering from Pneumonia 

can experience various symptoms, from mild to severe [4]. 

These symptoms include shortness of breath, fever to chills, 

and coughing up phlegm (yellow or green sputum) [5]. So 

that Pneumonia can also be referred to as a wet lung disease 

[6]. When an infection occurs, the air sacs/alveoli (in one or 

both parts of the lung) will become inflamed and filled with 

pus. The pus will cause pneumonia sufferers to have 

difficulty breathing [7]. Fungal, viral and bacterial infections 

can cause Pneumonia. One type of virus that can cause 

Pneumonia is the SARS Corona Virus [8]. In addition, the 

emergence of pneumonia can also be accompanied by other 

lung diseases, such as tuberculosis (TB) [9]. Respiratory 

Syncytial Virus, SARS Corona Virus, and Influenza Virus 

are several viruses that can cause pneumonia in humans [10]. 

In contrast, Streptococcus Pneumonia is a type of bacteria 

that causes pneumonia. As previously explained, the 

symptoms of pneumonia sufferers can vary [11], such as 

chest pain, nausea/vomiting, no appetite, cough accompanied 

by phlegm, shortness of breath, fever and chills so that the 

treatment of pneumonia is also adjusted to the patient's 

condition and the severity of the disease [12]. For example, if 

a bacterial infection causes pneumonia, it is enough to give 

antibiotics [13]. The doctor will also give other medicines to 

reduce fever, relieve coughs, and relieve pain in patients. 

Vaccinating and maintaining personal hygiene can prevent 

pneumonia [14]. Moreover, not having direct contact with 

pneumonia patients can prevent other people from getting 

pneumonia. Considering that pneumonia can be a severe 

condition and requires immediate medical attention, 

understanding the symptoms, risk factors, and efforts to 

prevent and treat pneumonia is crucial (especially if the 

individual is in a high-risk group) [15]. 

One of the ways used to diagnose pneumonia is with a 

chest X-ray. A chest X-ray aims to determine the condition 

of the lungs and the area of the lung that is infected or 

inflamed [16]. However, there are some limitations in using 

chest X-rays for pneumonia detection. The limitations 

include problems with the availability of radiographic 

facilities in most health services in the developing world, 

varying amounts and quality of clinical information 

available, difficulty in interpreting chest radiographs from 

young children, the inability of radiographs to reveal early 

changes in pneumonia, and the inability of chest radiography 

to reliably distinguish viral from bacterial pneumonia [84]. 

Moreover, detecting lung consolidation using chest X-Ray 

becomes challenging when it measures less than 1.0 cm [85]. 

This difficulty arises from the nature of chest radiographs, 

which are two-dimensional representations combining 

normal and abnormal lobes, thereby complicating the 

identification of small lesions [86]. Additionally, X-ray 
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image data of pneumonia sufferers sometimes has 

weaknesses, such as unbalanced data. Data imbalance in the 

X-ray image dataset of pneumonia patients can significantly 

impact pneumonia detection results. When the number of 

images showing pneumonia (positive class) is much less than 

the images that do not show pneumonia (negative class), the 

detection model tends to prioritize the majority class and may 

ignore the minority class. As a result, the model may be less 

sensitive to actual pneumonia cases, resulting in a high error 

rate, especially when detecting positive cases. Data 

imbalance can also cause the model to provide highly false 

pessimistic predictions, where the model considers X-ray 

images showing signs of pneumonia as unfavorable. It can 

hurt patient management, resulting in incorrect diagnoses or 

delays in necessary treatment. Therefore, it is essential to 

address data imbalance using techniques such as class 

weighting, data augmentation, resampling, threshold tuning, 

or remodeling to improve model performance in detecting 

pneumonia cases, especially those that are a minority class in 

the dataset. Another issue related to this disease is that the 

characteristics indicating its presence often overlap with 

symptoms of other diseases. This can make it challenging for 

radiologists to diagnose it [87]. These limitations can be 

minimized by the development of computer-aided diagnosis 

systems such as the application of deep learning techniques 

in radiology [88]. With the help of a detection system based 

on deep learning, the doctor's decision-making process in 

diagnosing pneumonia is assisted or easier.  

Research conducted by Bharati et al. [17] succeeded in 

proposing a lung disease detection system based on X-ray 

images using the Hybrid Deep Learning method. Several lung 

diseases, such as Pneumonia, Tuberculosis, Asthma, and 

Fibrosis, were successfully differentiated using medical 

image processing and deep learning for their classification. 

Patient X-ray data was obtained from the Kaggle repository 

and classified according to the type of disease the patient 

suffers from with several classifiers such as Vanilla Neural 

Network, CNN, Visual Neural Network, and Capsule Neural 

Network. The results obtained an accuracy value of 73% (for 

classification using Vanilla Neural Network), 69% (for 

classification using CNN), 69.5% (for classification using 

Visual Neural Network), and 63.8% (for classification using 

Capsule Neural Network). Research conducted by Jain et al. 

[18] also succeeded in creating a pneumonia detection system 

based on chest X-ray images using the CNN and Transfer 

Learning methods. Chest X-ray data are classified into two 

categories, infected with pneumonia and non-pneumonia, 

with several variations related to the convolutional layers, 

parameters, and hyperparameters used. Based on the system 

that has been made, accuracy values are obtained of 87.28% 

(using VGG16), 88.46% (using VGG19), 77.56% (using 

ResNet50), and 70.99% (using Inception v3). In addition, 

Ayan et al. [19] research also succeeded in creating a 

pneumonia diagnosis system using the Deep Learning 

method. The CNN method with the Xception and VGG16 

models was chosen to classify patient chest X-ray data. In the 

data training process, fine-tuning and transfer learning are 

selected. Based on the system that has been created, an 

accuracy rate of 87% is obtained for classification using 

VGG16 and 82% for classification using the Xception 

network. Based on the background of the problem and 

previous research related to pneumonia detection, this 

research will propose a chest X-ray-based pneumonia 

detection system using several CNN models. In addition, the 

SMOTE technique will be combined with CNN to overcome 

the inequality in data classes for healthy patients and 

pneumonia sufferers. Chest X-rays were obtained from the 

Kermany Dataset (Kaggle repository), which contains a data 

set of X-rays of children aged 1 to 5 years [20], which 

everyone can access. Meanwhile, the CNN models used in 

this research include Xception, Inception-RestNet v2, 

VGG16, VGG19, and DenseNet201, considered the best-

performance architectures. With several CNN models at 

once, it is hoped that an increase in the optimal evaluation 

matrix value of the model can be obtained, especially 

regarding the training process and image data classification. 

II. METHODOLOGY 

In this study, several steps were taken to predict 

pneumonia: data acquisition, pre-processing (data resize, 

rotating, horizontal flip, and augmentation), implementation 

SMOTE and class weighting, training & data testing based on 

the CNN model, and analysis of the results. For more details, 

here is a block diagram as in Fig. 1 related to the steps carried 

out in the Pneumonia prediction process using several types 

of Convolutional Neural Network models/architectures. 

 

 Fig. 1. Methodology research
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A. Data Acquisition 

This study used a lung X-ray image dataset from the 

Kermany Dataset (which can be obtained from the Internet) 

[20]. There are 5216 X-ray images used as training data for 

the CNN algorithm-based Pneumonia prediction process. 

From these data, 3875 X-rays were from patients with 

pneumonia, and 1341 X-rays were from people whose lungs 

were healthy. Meanwhile, there are 624 X-rays of the lungs 

for testing data, with details of 390 X-rays from Pneumonia 

sufferers and 234 X-rays from healthy people. The Fig. 2 is 

an example of X-ray images of Pneumonia patients and 

healthy people. 

From these data, 3875 X-rays were from patients with 

pneumonia, and 1341 X-rays were from people whose lungs 

were healthy. Meanwhile, there are 624 X-rays of the lungs 

for testing data, with details of 390 X-rays from Pneumonia 

sufferers and 234 X-rays from healthy people. The following 

is an example of X-ray images of Pneumonia patients and 

healthy people. 

B. Data Pre-Processing 

The pre-processing stage consists of grayscaling and 

normalization of X-ray images. Grayscaling converts an 

image to a grey colour range, where each pixel has only a 

single brightness level without colour information [21]. In a 

grey image, each pixel is represented by a single brightness 

channel whose value ranges from 0 (represents black) to 255 

(represents white) [22]. Grayscaling is used to reduce data 

dimensions, increase processing efficiency, and focus 

attention on image brightness information, especially in 

medical image processing and image analysis [23]. In 

addition, grayscale allows better focus on anatomical 

structures and abnormalities that may be present in the X-ray 

image [24]. In this study, the primary purpose of grayscaling 

is to make X-ray images of the lungs into a simple form (one-

layer matrix). After the grayscaling process, the next step is 

image normalisation.  

Data normalisation in X-ray image processing is changing 

the range of pixel values in an image to a more appropriate or 

standard scale [25]. Normalisation aims to change the range 

of pixel values into certain specified intervals to make data 

easier to process or analyse [26]. Normalization can help 

optimize the visibility of anatomical and pathological 

structures in the context of X-ray images [27]. A suitable 

intensity range ensures that all critical information in the 

image can be seen clearly without losing detail or relevant 

information [28]. With proper normalization, X-ray images 

can be prepared for advanced analysis processes, such as 

segmentation, lesion detection, or machine learning 

techniques [29]. In this study, the Min-Max Normalization 

method was used. This method changes the image's pixel 

values range to a specific range of values (from -1 to 1). The 

mechanism is to reduce the pixel value with the minimum 

pixel value in the image and divide it by the difference 

between the maximum and minimum pixel values [30]. The 

result is an image whose pixel values are within a 

predetermined range. The following is the Min-Max 

Normalization formula. 

𝑋𝑛𝑜𝑟𝑚 =
𝑥′ −𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥) − 𝑚𝑖𝑛(𝑥)
× 𝑦 

(1) 

𝑦 = (𝑛𝑒𝑤𝑚𝑎𝑥(𝑥) − 𝑛𝑒𝑤𝑚𝑖𝑛(𝑥)) + 𝑛𝑒𝑤𝑚𝑎𝑥(𝑥) (2) 

where: 𝑥 = the data attribute; 𝑚𝑖𝑛(𝑥) & 𝑚𝑎𝑥(𝑥) = the 

minimum and maximum absolute values of 𝑥; 𝑥′ = the old 

value of each input data; 𝑛𝑒𝑤𝑚𝑖𝑛 (𝑥) & 𝑛𝑒𝑤𝑚𝑎𝑥 (𝑥) = the 

minimum and maximum values of the range. 

Augmentation is a method in image processing that 

transforms or modifies pre-existing data into a new or novel 

form [31]. In medical image processing, data augmentation 

creates more data variations [32]. This wide variety of data 

will increase the ability of machine learning models to 

recognize variations in X-ray images of the lungs [33]. In this 

study, image data augmentation was carried out by shifting, 

zooming, and adjusting the brightness of existing lung X-ray 

data. The shifting function is to position the X-ray image of 

the lungs in a predetermined direction so that the machine-

learning process can run optimally [34]. Zoom and brightness 

settings aim to adjust the clarity and contrast of the image 

[35]. In this study, shifting was carried out at 0.05 (width) and 

0.05 (height). Meanwhile, the zoom is set at a value of 0.05, 

and the brightness level is in the range of 0.95 to 1.05. 

 

 Fig. 2. X-ray image of pneumonia patient and healthy children   
 

Normal Normal Normal Normal Normal 

Pneumonia Pneumonia Pneumonia Pneumonia Pneumonia 
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C. Synthetic Minority Oversampling Technique (SMOTE) 

SMOTE is a technique used in data processing to handle 

class imbalance problems. Class imbalance occurs when the 

number of instances in one class is much less than that of 

other classes in the dataset, leading to biased classification 

model performance towards the majority class and ignoring 

the minority class. The main goal of SMOTE is to improve 

minority class representation by creating new synthetic 

samples based on existing samples in the minority class, 

thereby creating a more balanced distribution of classes in the 

dataset. The working mechanism of SMOTE involves 

creating new synthetic samples by taking existing minority 

samples and creating new samples among the nearest 

neighbors in the feature space. This process is carried out by 

randomly selecting a minority sample and finding its nearest 

neighbors. After that, one of those neighbors is randomly 

selected, and a new synthetic sample is created by combining 

the features of the initial minority sample and the selected 

neighbor along a line connecting the two. In this way, 

SMOTE not only expands existing minority samples but also 

creates new variations in the dataset that can help improve the 

classification model's ability to understand and differentiate 

minority classes. In use, SMOTE has proven effective in 

improving the performance of classification models, 

especially in cases of significant class imbalance. By 

improving the representation of minority classes, SMOTE 

helps reduce possible bias in classification models and 

improves the model's ability to recognize minority classes 

accurately. However, using SMOTE also requires careful 

consideration regarding the potential for overfitting in the 

resulting dataset and needs to be considered together with 

other techniques in dealing with class imbalance. The Fig. 3 

is an illustration of the SMOTE. 

 

 Fig. 3. Illustration of SMOTE 

In general, the function of this algorithm is written as 

"SMOTE (𝑋, 𝑁, 𝑘)," where 𝑋 is the minority data, 𝑁 is the 

percentage of the number of instances to be created, and 𝑘 is 

the number of closest instances. The 𝑘 value can be found 

using the Euclidean distance formula. 

𝐸𝐷𝑖𝑠𝑡 = √(𝑋1 − 𝑌1)
2 + (𝑋2 − 𝑌2)

2 +⋯+ (𝑋𝑛 − 𝑌𝑛)
2 (3) 

Then, data replication is carried out from the nearest instance 

using the following equation. 

𝑋𝑠𝑦𝑛 =𝑋𝑖 + (𝑋𝑘𝑛𝑛 − 𝑋𝑖) × 𝜎 (4) 

Where 𝑋𝑠𝑦𝑛 is the synthesized data from the replication, 𝑋𝑖 is 

the 𝑖𝑡ℎ data in the minority class, and 𝑋𝑘𝑛𝑛 is the minority 

class data with the closest distance to the 𝑋𝑖 data. Meanwhile, 

𝜎 is a random number between 0-1. 

 If the numerical data is measured by its proximity to the 

Euclidean distance, then categorical data is measured based 

on its mode value. Calculating the distance between minor 

classes whose variables are on a categorical scale is done 

using the Value Difference Metric (VDM) formula. 

∆(𝑋, 𝑌) = 𝑤𝑥𝑤𝑦∑𝛿(𝑥𝑖 , 𝑦𝑖)
𝑟

𝑁

𝑖=1

 (4) 

Where, ∆(𝑋, 𝑌) is the distance between 𝑋 and 𝑌.  
𝑤𝑥 , 𝑤𝑦 is weights of observation.  
𝑁 is the number of explanatory variables. 
𝑅 has a value of 1 (Manhattan distance) or 2 (Euclidean 

distance). 𝛿(𝑥𝑖 , 𝑦𝑖)
𝑟 is the distance between categories. 

𝛿(𝑉1, 𝑉2) =∑|
𝐶11
𝐶1

−
𝐶21
𝐶2

|
𝑘𝑛

𝑖=1

 (5) 

Where, 𝛿(𝑉1, 𝑉2) is the distance between values of 𝑉1 and 𝑉2.  
𝐶1𝑖 is the number of 𝑉1 included class 𝑖. 𝐶2𝑖 is the number of 

V2 included class i. 𝑖 is the number of classes, 𝑖 = 1, 2, … , 𝑛. 
𝐶1 is the number of occurrences of value 1. 𝐶2 is the number 

of occurrences of value 2. 𝑛 is the number of categories. 𝑘 is 

constant value (usually 1). 

D. Prediction using CNN 

This study applies several types of CNN architectures in 

the pneumonia prediction process. These architectures 

include VGG16, VGG19, Resnet v2, Xception, and 

DenseNet201. The following is a detailed description of some 

of the CNN architectures. 

1) VGG16 Architecture 

VGG16 is a CNN architecture often used for image 

processing and recognition [36]. As its name implies, VGG16 

has 16 layers, such as a convolution layer, an activation layer 

(the ReLU function), and a pooling layer for processing and 

image recognition. VGG16 usually utilizes small 

convolutions (3×3 size) to gain an increased understanding of 

image features [37]. A pooling layer is applied to reduce 

spatial dimensions and retain the extracted essential features. 

Combining these layers forms a deep structure to capture the 

hierarchical representation of the image [38]. This 

architecture is also quite effective for solving image 

processing tasks such as image classification using the 

ImageNet dataset [39]. In image processing based on the 

ImageNet dataset, the resulting model performs well in 

recognizing various existing objects [40]. Besides these 

advantages, the VGG16 architecture has several drawbacks, 

such as the long training and model testing time [41]. In 

addition, this architecture tends to be less efficient than the 

newer CNN architectures, such as Resnet and Inception. Fig. 

4 is a block diagram of the VGG16 architecture. 

The following is a detailed explanation regarding several 

components of the VGG16 architecture: 

• Input: Based on the above architecture, VGG16 has an 

input image of 224×224 [42]. So to obtain this size, the 

 

Sample from 

Majority Class 

Sample from 

Minority Class 

(a) Original Dataset (b) Generating Samples (c) Resampled Dataset 

Synthetic Sample for 

Minority Class 
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input image will be cropped starting from the centre of the 

image with a size of 224×224 pixels. 

• Convolution Layer: This layer is responsible for 

extracting visual features from the input data [43]. 

VGG16 uses a convolution filter with a minor receptive 

field 3×3. In addition, a 1×1 convolution filter is used as 

input for the linear transformation [44]. 

• ReLU Activation Function: The activation function is 

commonly used in artificial neural networks, especially in 

convolution and hidden layers [45]. The ReLU function 

has superficial mathematical characteristics. For any 

input value greater than zero, this function will return the 

value itself. Meanwhile, when the input value is less than 

or equal to zero, this function will return a zero value [46]. 

The ReLU activation function can shorten the model 

training time in the CNN architecture [47]. 

• Hidden Layer: In neural networks, hidden layers are 

computational locations when the neural network 

processes input data to understand patterns or features in 

that data [48]. In the VGG16 architecture, ReLU is often 

used in the hidden layer to shorten the training process 

and reduce memory allocation during computation [49]. 

• Layer Pooling: Layer pooling is one type of layer in a 

neural network to reduce the spatial dimension of the 

feature representation generated by the previous 

convolution layer [50]. The main goal of layer pooling is 

to reduce computational complexity and avoid overfitting 

by reducing the number of parameters the model must 

learn [51]. This layer also helps maintain translation 

invariance against small shifts in the image so that the 

model is more resistant to variations in object position 

[52]. 

Fully connected layers: Fully connected layers are 

generally used at the end of a neural network to connect 

extracted feature representations from the previous layer to 

outputs suited to a specific task, such as classification or 

regression [53]. It is also often referred to as the output layer. 

 

 Fig. 4. VGG16 Architecture 

2) VGG19 Architecture 

VGG19 has a structure similar to VGG16 but with more 

convolution and fully connected layers [54]. Repetitive 3×3 

convolution layers and 2×2 pooling layers form a deep 

structure that allows the model to capture increasingly 

complex feature hierarchies. Fully connected layers at the end 

of the architecture are responsible for generating class 

predictions [55]. VGG19 often uses pre-trained weights 

trained on large datasets, such as ImageNet, to leverage 

knowledge already gained in general image classification 

tasks. Adding this layer gives VGG19 a greater capacity to 

extract features from images better and more accurately. On 

the other hand, the computation time for data training is 

longer due to the addition of this layer [56]. The change in 

VGG19 architecture compared to VGG16 is that there are 

four additional convolution layers in VGG19, bringing the 

total convolution layers to 16. In addition, there are two 

additional fully connected layers before the output layer, 

which brings the total number of fully connected layers to 3 

[57]. VGG19 maintains the philosophy of VGG16 in terms 

of simple structure and greater depth. This architecture is 

renowned for its ability to produce excellent and accurate 

feature representations of images. So, it is useful for object 

recognition and classification tasks [58]. Fig. 5 is a block 

diagram of the VGG19 architecture. 

 

 Fig. 5. VGG19 Architecture 

3) Xception Architecture 

Xception (Extreme Inception) is a convolutional neural 

network (CNN) architecture that develops the Inception 

architecture, initially introduced by the Google research team 

in the Inception-v3 workspace [59]. Xception takes the 

concept of Inception even further by replacing the standard 

convolution layer with a more extreme convolution 

operation, namely separable convolution. A separable 

convolution is an approach where spatial convolution 

(depthwise convolution) and channel convolution (pointwise 

convolution) are performed separately [60]. Spatial 

convolution is applied to each input channel separately, 

followed by pointwise convolution, which aims to combine 

the results of spatial convolution [61]. This approach reduces 

the number of parameters to learn and increases 

computational efficiency [62].  

Xception aims to overcome some of the constraints in the 

original Inception architecture, mainly related to complex 

computations and the high number of parameters [63]. Using 

separable convolution, Xception can reduce computational 

complexity and speed up model training while maintaining or 

increasing performance in image recognition tasks [64]. The 

Xception architecture has proven successful in various image 

recognition tasks, including object recognition, image 

classification, and object segmentation [65]. Its success 

proves that understanding the features of a convolutional 

neural network can be achieved by optimizing the use of a 

more efficient convolution [66]. Fig. 6 is a block diagram of 

the Xception architecture. 
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 Fig. 6. Xception Architecture 

4) Inception-ResNet Architecture 

ResNet is a convolutional neural network architecture that 

has overcome the challenge of training intense networks by 

introducing the concept of residual blocks [67]. One of the 

challenges in training intense networks is the problem of 

vanishing gradients when doing iterative learning through 

multiple layers. The deeper the network layer, the more 

difficult it is for gradients (derivatives) to propagate back up 

through the initial layers [68]. It hinders the model's ability to 

learn and hinders performance gains. Residual blocks in 

ResNet have shortcut connections (also known as skip 

connections), allowing gradients to jump through multiple 

layers simultaneously [69]. In the residual block, the output 

of a layer is not only multiplied by the weight but also added 

by the original input before adjustment. It allows the original 

information to pass through without significant changes, 

which helps overcome gradient loss issues and enables 

intense network training [70]. 

The main advantage of ResNet is its ability to train intense 

networks (in some cases, more than 100 layers) more 

effectively and get better performance [71]. ResNet has 

performed excellently in various image recognition tasks, 

including object recognition, object segmentation, and object 

detection in competitions such as the ImageNet Large Scale 

Visual Recognition Challenge [72]. ResNet-v2 (Residual 

Network version 2) further develops the original ResNet 

architecture designed to fix several problems associated with 

training neural networks at scale [73]. One of the main 

changes in ResNet-v2 is using an "identity shortcut" 

operation, which allows the original signal to flow through 

the residual block without modification [74]. However, in 

ResNet-v2, the residual block focuses on preserving as much 

of the original information as possible by minimizing the 

transformations performed on the signal. It also helps in 

maintaining the gradient during training [75]. Fig. 7 is a block 

diagram of the Inception-Resnet v2 architecture. 

5) DenseNet 201 Architecture 

DenseNet-201 is a convolutional neural network 

architecture part of the DenseNet architecture family. 

Densely Connected Convolutional Networks (DenseNet) is a 

concept that combines layers in a network in a very tight and 

robust way, where each layer receives input from all previous 

layers in the chain [76]. DenseNet aims to address the 

problem of intense network training by preventing gradient 

loss issues and stimulating better feature learning [77]. 

Connecting each layer to the previous layer allows 

information to flow more efficiently through the network. In 

DenseNet-201, "201" refers to this architecture's total number 

of layers. It includes convolution, batch normalisation, 

activation, and pooling layers [78]. The more significant 

number of layers allows the model to learn complex feature 

representations from images but also requires more 

significant computational resources for training [79]. 

DenseNet-201 and other DenseNet architectures have noted 

excellent performance in various image recognition tasks, 

including image classification, object segmentation, and 

object detection [80]. The DenseNet architecture also has the 

advantage of more efficient parameter use compared to 

deeper architectures, such as ResNet [81]. 

 

 Fig. 7. Inception-Resnet v2 Architecture 

III. RESULTS AND DISCUSSIONS 

This study aims to obtain an optimal model in the 

prediction process of pneumonia based on X-ray images. The 

method used is CNN with several architectural variations 

such as VGG16, VGG19, Xception, Inception-Resnet v2, and 

DenseNet201. Several evaluation parameters as shown in 

Fig. 8 to Fig. 12, such as accuracy, sensitivity, specificity, 

precision, and F1-score of the confusion matrix, are analyzed 

to find out the optimal model that can be used for the 

prediction process. The confusion matrix is very useful in 

identifying patterns of prediction or classification errors 

made by the model to assist in taking action to improve model 

performance. Table I and Table II is the confusion matrix data 

from the model testing that was carried out in this study. 

From the system testing results, evaluation parameter 

values are obtained, which can be used to describe the 

performance of each CNN architecture in the pneumonia 

prediction process. The accuracy parameter results show that 

the VGG16 model (91.51%) demonstrate better performance 

compared to other CNN models such as VGG19 (88.14%), 

Xception (89.42%), Inception-Resnet v2 (85.26%), and 

DenseNet 201 (90.87%). Interestingly, the output data from 

processing with SMOTE combined with CNN models 

indicate an increase in accuracy values for each model. The 

best performance in the SMOTE combination remains with 

the VGG16 model (93.75%), followed by other CNN models 

such as DenseNet 201 (91.99%), Xception (91.67%), 

Inception-Resnet v2 (86.54%), and VGG19 (89.10%). So, the 
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VGG16 model is suitable for understanding complex image 

features, which is useful in object recognition and other tasks. 

However, the VGG16 computation process takes longer than 

other CNN models, such as Xception, Inception-Resnet v2, 

and DenseNet 201. 

TABLE I.  MODEL TESTING RESULTS (CNN) 

Parameter 

Models 

VGG16 VGG19 Xception 
Inception-

Resnet v2 

DenseNet 

201 

TP 201 165 182 146 183 

TN 370 385 376 386 384 

FP 33 69 52 88 51 

FN 20 5 14 4 6 

Total 624 

 

TABLE II.  MODEL TESTING RESULTS (CNN + SMOTE) 

Parameter 

Models 

SMOTE 

+ 

VGG16 

SMOTE 

+ 

VGG19 

SMOTE 

+ 

Xception 

SMOTE 

+ 

Inception-

Resnet v2 

SMOTE 

+ 

DenseNet 

201 

TP 207 169 191 152 188 

TN 378 387 381 388 386 

FP 27 65 43 82 46 

FN 12 3 9 2 4 

Total 624 

 

where: TP = True Positive, TN = True Negative, FP = False 

Positive, and FN = False Negative. Based on these results, the 

values of several parameters, such as the CNN architectures' 

accuracy, sensitivity, precision, specificity, and F1-score can 

be presented asFig. 8 to Fig. 12. 

 

 Fig. 8. The accuracy of each CNN architecture during the data testing 

 

 Fig. 9. The sensitivity of each CNN architecture during the data testing 

 

 Fig. 10. The precision of each CNN architecture during the data testing 

 

 Fig. 11. The specificity of each CNN architecture during the data testing 

 

 Fig. 12. The F1-score of each CNN architecture during the data testing 

In addition to referring to the accuracy value, the 

researcher also observes the sensitivity value of each CNN 

architecture used. The highest sensitivity value is obtained 

when the testing system is conducted using the CNN 

Inception-Resnet v2 model in both non-SMOTE and SMOTE 

data (97.33% and 98.26% respectively). In contrast, VGG16 

has the lowest sensitivity value compared to other CNN 

models (90.95%). The same pattern is also shown in the 

SMOTE data, with the highest sensitivity value obtained by 

the CNN Inception-Resnet v2 model (98.70%), while the 

lowest sensitivity value is held by the CNN VGG16 model 

(94.52%). This higher sensitivity value indicates that the 

model can better recognize data from the positive class, 

meaning that less positive data is missed or misclassified into 

the negative class [82]. However, an increase in sensitivity is 

often accompanied by an increase in the false positive rate 

(lower specificity), so it is important to find the right balance 

between sensitivity and specificity according to the needs of 
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the task and the impact of errors in each class [83]. Regarding 

the specificity value, The VGG16 model has the highest 

value, reaching 91.81% on non-SMOTE data and 93.33% on 

SMOTE data compared to other CNN models. In contrast, the 

Inception-Resnet v2 model has the lowest values on both 

non-SMOTE and SMOTE data, with 81.43% and 82.55% 

respectively. So in this study, the CNN VGG16 model tends 

to have a better balance of sensitivity and specificity both in 

non-SMOTE and SMOTE data with 90.95% and 91.81%, 

and 94.52% and 93.33% respectively, compared to Inception-

Resnet v2 (balance of sensitivity and specificity value of 

97.33% and 81.43% in non-SMOTE data, and 98.26% and 

82.55% in SMOTE data). 

Other evaluation parameters, such as precision and F1-

score, also show the same trend for the VGG16 model. The 

parameter value for the non-SMOTE data, precision 

parameter reaches 85.90%, and the F1-score reaches 88.35%. 

Meanwhile, in the VGG19, Xception, Inception-Resnet v2, 

and DenseNet 201 models, the precision values were 70.51%, 

77.78%, 62.39%, and 78.21%, respectively. Additionally, the 

F1 scores were 81.68%, 84.65%, 76.04%, and 86.52%, 

respectively, for VGG19, Xception, Inception-Resnet v2, and 

DenseNet 201. These results also have the same pattern with 

the SMOTE data applied on the CNN models with VGG16 

having the highest values for precision and F-1 score of 

88.46% and 91.39% respectively, compared with the other 

models.   Researchers believe that the high precision and F1-

score of VGG16 depends on the X-ray dataset used in 

research related to the detection of pneumonia. Not only that, 

the number of classes in the dataset (Normal and Pneumonia) 

and the threshold used to make classification decisions. These 

metrics will vary for each dataset and scenario. 

From the generated data, it is found that the CNN VGG16 

model exhibits the best performance among all tested CNN 

models against the Kermany dataset used in this study. We 

also tested data imbalance using the SMOTE method to 

generate synthetic data. The results showed that the use of the 

SMOTE method resulted in an increase of 1% to 3% in each 

testing parameter. Interestingly, VGG16 consistently remains 

the best-performing model in both scenarios (non-SMOTE 

and SMOTE datasets). VGG16 has been widely used in 

developing classification algorithms due to its applicability 

without limitations for small steps and smaller window sizes. 

It can embed 16 layers deep and perform better on larger 

datasets [89]. Moreover, VGG16 paired with a Neural 

Network (NN) classifier shows better results than VGG16 

paired with other types of classifiers such as Support Vector 

Machine (SVM), K-Nearest Neighbor (KNN), Random 

Forest (RF), and Naïve Bayes (NB), on the Kaggle [89] 

dataset. Interestingly, the same thing was found in this 

research that VGG16 has a high accuracy value compared to 

several CNN architectural methods. In several recent studies, 

VGG16 was seen to have higher accuracy scores compared 

to ResNet50v2+XceptionNet [90], ConvNet [91], and 

GoogleNet+ResNet+DensNet121 [92]. In line with these 

reports, our data shows that the F-1 score of the CNN model 

with VGG16 on the Kermany dataset is the highest compared 

to several other CNN architecture models used in this study 

(VGG19, Xception, Inception-Resnet v2, and DenseNet 

201). Because the F-1 score determines the harmonic mean 

of precision and recall, VGG16 can be considered the model 

that performs best among the other models used. The CNN 

with VGG16 model achieved F-1 scores of 0.88 and 0.91 (for 

non-SMOTE and SMOTE data), which are the highest for the 

respective datasets (non-SMOTE and SMOTE datasets). 

In this research, combining Convolutional Neural 

Networks (CNN) with Synthetic Minority Over-sampling 

Technique (SMOTE) can increase the effectiveness in 

predicting pneumonia based on X-ray images. CNNs have 

proven effective in learning complex features from medical 

images, including X-ray images, allowing them to identify 

patterns that may be difficult for conventional models to 

detect. However, CNN performance can be affected when 

data imbalance is faced, where the number of pneumonia 

images is minimal compared to non-pneumonia images. 

SMOTE is an oversampling method that synthetically 

produces new samples in the minority class by expanding the 

feature space. By applying SMOTE, we can increase the 

number of pneumonia samples in the dataset without 

duplicating the data, thereby reducing the effect of data 

imbalance. Thus, using a SMOTE-enhanced CNN gives the 

model a greater chance of learning relevant patterns from 

minority classes, improving its ability to detect actual 

pneumonia cases. This combination significantly increases 

the effectiveness of predicting pneumonia from X-ray images 

by reducing the error rate and increasing the sensitivity to 

positive cases. 

IV. CONCLUSIONS 

In this study, researchers implemented the CNN method 

with several architectural variations to detect/predict 

pneumonia from X-ray images of the lungs (Kermany 

dataset). Several types of CNN architectures, such as 

VGG16, VGG19, Xception, Inception-Resnet v2, and 

DenseNet 201, have been applied in this study to obtain an 

optimal model for the detection of pneumonia. To measure 

the performance level of each architecture, researchers use 

several evaluation parameters such as accuracy, sensitivity, 

precision, specificity, and F-1 score. Based on the test results, 

the VGG16 architecture shows the best level of performance 

compared to other architectures. In testing the system using 

VGG16, the optimal accuracy level reached 91.51%, 

sensitivity 90.95%, precision 85.90%, specificity 91.81%, 

and F-1 score 88.35%. The accuracy rates of other CNN 

architectures, such as VGG19, Xception, Inception-Resnet 

v2, and DenseNet 201, reach 88.14%, 89.42%, 85.26%, and 

90.87%, respectively. The high accuracy of the VGG16 

architecture and other CNN architectures proves the model 

performs well in extracting important features from images 

for object recognition processes. Additionally, using SMOTE 

combined with the CNN architecture increased the matrix 

evaluation value. For example, the accuracy value of VGG16 

increases to 93.75%. Meanwhile, for other CNN architectures 

such as VGG19, Xception, Inception-ResNet v2, and 

DenseNet 201, it is 89.10%, 91.67%, 86.54%, and 91.99%, 

respectively. It proves that the balance of data classes in X-

ray image-based pneumonia prediction is crucial and 

influences the prediction results. In future research, 

researchers will modify some of the hyperparameters of 

VGG16 so that the computation can run faster and the 

required memory allocation can be more efficient. The use of 
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SMOTE will also be maintained in future research to 

overcome inequality in data classes and to see the response 

of the prediction matrix evaluation if the x-ray dataset used is 

different from the one currently used. 
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