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Abstract—Power steering technology help human to control 

the car. The hydraulic power steering system now tends to be 

replaced by the electric power steering system (EPS). As the 

main driver that require precise control. The contribution of 

this research is to obtain system identification of EPS motor and 

novelty control strategy to achieve stable control better. Motor 

control require an appropriate mathematical model and up-

down-up down signals of Pseudo Random Binary Signal 

Sequence (PRBS) were used. The modelling method used was 

the Numerical Algorithm for Subspace State Space System 

Identification (N4SID). The quality of the modeling needs to be 

measured to see whether it was close to the original signal. The 

validation of the model obtained tested using Variance 

Accounted For (VAC), Akaike Information Criterion (AIC), 

and Final Prediction Error (FPE). The best mathematical model 

was developed on the basis of these three criteria, which is 3rd 

order model. The control strategy carried out by means of the 

Ziegler Nichols, Tyreus Luyben and Haugen tuning technique. 

With these three tuning methods, the control parameters 

obtained were used for Proprotional-Integral (PI) and 

Proportional-Integral-Derivative (PID) control. Based on the 

study, the Haugen control shows the best results of the two other 

controls, namely with a rise time value of 11.361 ms, overshoot 

of 6.898%, and steady state at 1.3 s. This show that PI control 

using the Haugen tuning method able to control the motor well. 

Robustness tests have also been carried out because the steering 

system is operated in unpredictable environmental conditions. 

The control greatly influenced the performance and stability of 

EPS control in the car's steering system.   

 Keywords—System Identification; EPS DC Motor; 

Myrio1900; Tuning Method; Performance; Stability. 

I. INTRODUCTION  

The driver has to control the car to regulate the speed and 

direction of steering movement. Originally, the steering 

system directly connected the steering column to the wheels 

which supported the weight of the entire vehicle. As the load 

of a car increased, conventional steering is rarely found due 

to several weaknesses. Evolution of the steering system from 

previously refined conventional systems to hydraulic steering 

systems. With hydraulic pressure obtained from a pump 

connected to the engine, the Hydraulic Power Steering (HPS) 

system helps lighten the steering load. Some of the 

developments in the HPS study are the analysis of the 

geometric relationship between the response characteristics 

and the spool edge of the power steering gear valve [1], 

analysis of hydraulic pressure and load, steering angle, 

angular speed using the K-means clustering method was used 

for light vehicle steering systems [2], and for wheel loader on 

performance optimization development [3]. The HPS system 

was perfected by using the Electric Hydraulic Power Steering 

(EHPS) system which was a combination of a hydraulic 

system and an electric system. The research that developed 

the system was regulating motor rotor speed control to 

improve power control [4], and the estimated uncertainty 

model was used to control EHPS in the context of stability 

and robust performance testing [5]. However, improvements 

to the EHPS system still have weaknesses, including the fact 

that it still uses a hydraulic system which requires 

replacement of the fluid system and was a complex system. 

The final refinement of the steering system was EPS which 

uses pure electricity to lighten the car's steering. Study was 

conducted to improves steering feel with an algorithm based 

on a mathematical model of the steering system's steering 

torque [6], utilization of neural networks to improve steering 

wheel torque performance [7], and to increase stability and 

robustness in EPS steering with the Linear Quadratic 

Gaussian algorithm [8]. The main component of EPS is the 

motor. Motors as plants were used for various types of 

steering control, including Permanent Magnet Synchronous 

(PMS) motor [9], Consequent-Pole Permanent Magnet motor 

[10][11], Brushless Direct Current (BLDC) motor [12].            

DC EPS motors are rarely used for studies because of their 

availability in car steering systems in different regions. 

To obtain a good control system in according to its 

purpose, an in-depth analysis of the plant is required. The 

analysis was obtained from the physical model of the plant 

which was a mathematical model [13]–[16]. As a result, the 

role of mathematical models was very important in control. 

There are two ways to obtain parameter values for a plant into 

a mathematical model, including direct measurement and 

system identification. Measurement carried out to obtain the 

moment of inertia value [17], torque of small motor [18], 

torque of spherical moto r[19], inductance stepper motor 

[20], electric resistance and dynamic self mutual inductions 

motor [21]. System identification using mathematic 

modelling for swithced reluctance motor [22], torque 

modelling [23], vane air motor [24], motor loss distribution 

[25]. Measurement of parameters at the plant requires 

measuring equipment/instrumentation tools with high 

accuracy to get accurate and precise values. Beside that, the 

difficulty in accessing the plant to take measurements is a 

weakness of this method. The use of identification systems 

was an alternative that can be taken to overcome the 

limitations of direct parameter measurement [26]–[28].   

There are many challenges in identifying the parameters 

of a plant. These challenges can be seen from the 
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experimental design to the model development stage. To 

create a comprehensive model and system identification, 

linear models, discrete models and least squares parameter 

estimation were used [29], runge-kutta 4 for the recursive 

filter method [30], the recursive least squares (RLS) 

algorithm was used in finding induction motor parameters 

[31]. The fractional differential equation has been proven to 

also be able to find induction motor parameters both through 

simulation and experiment [32], identification for monitoring 

of electromechanical oscillations solved by N4SID [33].  

In recent years, proportional-integral-derivative (PID) 

control has been developed in several studies. PID control has 

several advantages over other controls and can produce a 

satisfactory control system [34]. The control was also applied 

to DC motor control with open loop and closed loop systems 

[35], [36]. Closed loop control has the advantage of 

improving control performance well due to error correction 

from the feedback [37]. Tuning methods to obtain PID 

control parameters generally use the Ziegler Nichols method, 

both open loop [38] and closed loop [39] methods. 

The paper introduce the system identification subspace 

method used to obtain the mathematical modeling of DC EPS 

motors. The main contribution of the research lies in a new 

approach to tuning strategies for DC EPS motor control. The 

control previously developed to only use one tuning. In 

comparison of three tunings carried out improve control. The 

research also contributes to improving DC motor control used 

in steering systems.  The EPS DC motor of the Brio car with 

a specification of 2500 rpm which works at a voltage of 12 v 

was used as a plant. This motor was connected to an 

HN3806AB rotary encoder to count the number of 

revolutions produced. To obtain the motor modeling, the 

N4SID method was used with up and down signal input of 

the PRBS signal. myRIO board with LabVIEW software used 

to process data to produce the system model. To validate the 

model obtained, three parameters were used, namely VAC, 

AIC, and FPE so that the correct model was obtained. 

Furthermore, this modeling was tested three tuning methods 

for closed loop control systems. The three tuning methods 

were the Ziegler Nichols, Tyreus-Luyben, and Haugen 

methods. The proposed method aims to improve the 

efficiency and stability of steering operation. With these 

results, the level of safety and performance of car steering can 

be improved. 

The structure of this article is: section II Research Method 

which consists of system modeling, Identification Algorithm, 

Experimental Setup, Controller Parameter Tuning. Section 

III Results and Discussions consists of System Identification, 

Control Method Comparison, Robustness Analysis, 

Discussion of Results. Section IV Conclusion of paper. 

II. RESEARCH METHOD 

A. System Modeling 

Both state-space and transfer function models are a form 

of a dynamic model which can be called a black-box model 

[40]–[42]. The black-box model does not directly describe 

information about the system physically but rather describes 

the dynamic parameters of the system [43]–[45]. In this 

system, a continuous system is converted into a discrete 

system because it has advantages when used to estimate a 

system. This is because the incoming signal data will be 

sampled for this purpose. There are several methods to 

estimate the system and one of them is the sub-space method 

[46][47]. The form of the state-space model equation in 

discrete time is: 

𝑥(𝑡𝑘+1) = 𝐴𝑥(𝑡𝑘) + 𝐵𝑢(𝑡𝑘) + 𝐾𝑒(𝑡𝑘) (1) 

𝑦(𝑡𝑘) = 𝐶𝑥(𝑡𝑘) + 𝐷𝑢(𝑡𝑘) + 𝑒(𝑡𝑘) (2) 

where 𝑥 (0) is the initial state, the known input vector is 

𝑢(𝑡𝑘), the known output vector is 𝑦(𝑡𝑘), the noise vector is 

𝑒(𝑡𝑘), A, B, C, D, K are the matrix coefficients. Whereas 

𝑥(𝑡𝑘) is the state vector that will be searched for when the 

process occurs. 

The 𝑢 and 𝑦 computations are obtained from the Z-

transfer function in the state-space model. By decreasing 

equations (1) and (2), the output of 𝑦(𝑧) is obtained by the 

following equation: 

𝐻𝑦,𝑢(𝑧) = 𝐶(𝑧𝐼 − 𝐴)−1𝐵 + 𝐷  (3) 

where 𝐼 is the identity matrix which has dimensions with the 

matrix 𝐴. 

Estimation is carried out on five existing matrices in 

equation (1) and (2). The five of them have a special standard 

form. Estimates of the initial state are obtained from the time-

series of input 𝑢 to output 𝑦. So that the transfer function is 

obtained using equation (3). The selection of the order needs 

to be considered in order to get the right estimation results. 

Selection of the right estimation model with a number of 

different parameters needs to be done carefully. According to 

the the Parsimony Principle [48]–[50], it is stated that among 

a number of appropriate models, the simplest model should 

be chosen. For a good model the smallest value should be 

chosen for Akaike Information Criterion (AIC) [51][52] 

equation (4) and Final Prediction Error (FPE) [53][54] 

equation  (6). 

𝐴𝐼𝐶 =  𝑙𝑜𝑔 (𝐽 + (1 + 
2𝑑

𝑁
)) (4) 

where 𝑑 is the number of parameters estimated, and 𝐽 is 

𝐽 = det (
𝜀𝑇𝜀

𝑁
) (5) 

where 𝜀 is the prediction error vector, that is, the reduction in 

the output vector actual system with the predicted model 

output vector, and 𝑁 is amount of data. 

𝐹𝑃𝐸 = 𝐽 (
1 + 

𝑑
𝑁

1 −
𝑑
𝑁

) (6) 
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B. Identification Algorithm 

System identification methods divided into two, including 

the classical and subspace methods. In the subspace method 

in Fig. 1, first constructs a state estimate from the given input-

output data using a simple procedure based on numerical 

linear algebra tools. The state space model is obtained by 

solving the least squares problem for which we can easily 

calculate the transfer matrix if necessary. the important thing 

of the study of subspace methods is to understand the key 

point how Kalman filters state vectors and extended 

observability matrices obtained using algebraic numerical 

linear tools. 

The subspace method has the advantage that it is based on 

reliable numerical algorithms of QR decomposition and 

singular value decomposition (SVD). QR decomposition (QR 

factorization) is the decomposition of matrix A into the 

product A = QR of the orthonormal matrix Q and the upper 

triangular matrix R. LQ decomposition is the lower triangular 

matrix L. SVD of a matrix is the factorization of the matrix 

into three matrices [55]. With these two decompositions, 

there is no need for optimization techniques (nonlinear) and 

the application of canonical form to the system. This implies 

that subspace algorithms can also be applied to multiple-input 

multiple-output as well as single-input single-output system 

identification.  

Input-output Data

State vector

State space model

Transfer Matrix

Projection/SVD

Least-squares

 

Fig. 1. Subspace method of system identification 

One of the subspace methods is N4SID. N4SID algorithm 

can be done as follows [33][56][57]: 

1. Calculates LQ decomposition of 𝑈𝑝, 𝑈𝑓 , 𝑌𝑝, 𝑌𝑓 from the 

equation (7). While L shows the lower triangular matrix 

L for LQ decomposition [58]. 

[
 
 
 
𝑈𝑓

𝑈𝑝

𝑌𝑝

𝑌𝑓 ]
 
 
 

= [

𝐿11 0         0    0
𝐿21 𝐿22 0
𝐿31 𝐿32 𝐿33

𝐿41 𝐿42 𝐿43

    
0
0

𝐿44

] 

[
 
 
 
 
𝑄1

𝑇

𝑄2
𝑇

𝑄3
𝑇

𝑄4
𝑇]
 
 
 
 

 (7) 

Since 𝐿44 = 0, the future 𝑌𝑓 is completely determined by 

the pas 𝑊𝑝 and the future inputs 𝑈𝑓. Equation (7) can be 

simplified to be 

 

[

𝑈𝑓

𝑊𝑝

𝑌𝑓

] = [

𝑅11 0 0
𝑅21 𝑅22 0
𝑅31 𝑅32 0

] [

𝑄1
𝑇

𝑄2
𝑇

𝑄3
𝑇

] (8) 

2. Determine the value 𝜉 from equation (9). 

𝑒 = �̂�||𝑈𝑓
{𝑌𝑓|𝑊𝑝} =  𝑅32𝑅22

† 𝑊𝑝 = 𝒪𝑘𝑋𝑓 (9) 

3. Calculates 𝜉 matrices using the SVD decomposition of 

the equation (10). 

𝜉 = (𝑈1 𝑈2) (
𝑆1 0 0
0 ⋱ 0
0 0 𝑆𝑖

) (
𝑉1

𝑇

𝑉2
𝑇) (10) 

4. Determine the value of 𝒪𝑘 to get the parameters of 

matrices A and C 

5. Determine the value of the matrix B and C using equation 

(11) and (12). 

𝛹𝑘 = (𝑅31 − 𝑅32𝑅22
† 𝑊𝑝)𝑅11

−1 (11) 

𝛹𝑘 = [

𝐷           
𝐶𝐵               

0
𝐷

   
        …
          …   

       0
      0

⫶
𝐶𝐴𝑘−2

⫶
𝐵    𝐶𝐴𝑘−3𝐵   

⋱
…

         ⫶
         𝐷

] (12) 

C. Experimental Setup 

The flowchart of this research is shown in Fig. 2. For 

system modelling purposes, some good signals for this 

process are PRBS signal, chirp signal, up-down-up signal 

[59]–[62]. The initial step this research was collecting the 

data to be processed. The selected signal was an up-down-up 

signal which will go through a filtering process to reduce 

noise. 

Data collection

Data filtering

System identification

Are the 
parameters 

valid?

Controller parameter tuning

Control algorithm

No

Yes

 

Fig. 2. Flowchart of method research 
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The signal was divided into two, the first signal was for 

estimation and the second signal was used for testing 

purposes. The first half signal was used for estimation input 

to obtain a mathematical model. To test the results of the 

mathematical model, the second half of the signal was used. 

Testing checks whether the resulting signal was similar to the 

original signal. The identification system used the N4SID 

method which has been described previously and its 

validation will be tested to see whether the resulting 

parameters were valid. Validation testing uses VAC, AIC, 

and FPE. If the results were valid then the next step was 

tuning the control parameters. Conversely, if it was invalid, 

the process will be repeated. The three tuning methods used 

for research were the Ziegler Nichols, Tyreus-Luyben, and 

Haugen methods. By comparing the responses obtained from 

the three, the appropriate control was selected to be used for 

the DC EPS motor control algorithm. 

Fig. 3 shows block diagram of this research. The system 

identification consists of a computer, myRIO 1900 board, 

motor driver, DC EPS motor, rotary encoder, and several 

measuring instruments. myRIO 1900 board was used as the 

main microprocessor system in this study. Up-down-up 

signal were generated by myRIO board. The main processor 

was Xilink Z-7010 with a speed of 667 MHz. The board has 

512 MB no volatile memory and 256 MB DDR3 memory. 

The board has a 14-pin digital input output with a 40 kiloohm 

pullup resistor on a voltage of 3.3 V and 6 analog input 

outputs. myRIO board's analog output was 100 mA so a 

driver was required to activate the motor. The driver 

connected to the output of this board was BTS7960. This 

driver uses MOSFET with a PWM capacity of 25 KHz with 

an output current of 43 A. As plant, the DC EPS motor has a 

rotation of 2500 rpm at a voltage of 12 V. The motor shaft 

was connected to a rotary encoder which functions to 

calculate the motor rotation. The rotary encoder used was 

HN3806AB with NPN open collector output specifications. 

The device works at a frequency of 30 KHz. The rotary 

encoder output was connected to the road myRIO which was 

equipped with an identification program. The hardware 

arrangement used in this research is as shown in Fig. 4. 

myRIO 1900

with software 

LabVIEW 

Motor Driver 

Rotary 

Encoder

EPS DC 
motors

 

Fig. 3. Block diagram of system identification 

 

Fig. 4. Hardware diagram of system identification 

The software board platform was the Laboratory Virtual 

Instrument Engineering Workbench (LabVIEW) made by 

National Instruments which is compatible with myRIO 

hardware. With an image/visual based programming system, 

the system identification is shown in Fig. 5. 

 

Fig. 5. LabVIEW programming of motor system identification 

D. Controller Parameter Tuning 

The automatic controller calculates the divergence 

between the actual and desired values of the plant output and 

then sends out a control signal to minimize the deviation to 

either zero or a minor value. A control signal known as a 

control action is produced by the automatic control mode. A 

closed loop control system is used to reduce overshoot or 

undershoot that occur when disturbances occur [63], as well 

as good system response due to faster feedback [64]. 

PID control offers a number of benefits. Essentially, 

proportional control (P) is an amplifier with tunable gain. 

This control will enhance overshoot, decrease steady state 

errors, and shorten the rise time. While removing steady state 

faults, integral control (I) will lead to a subpar transient 

response. Derivative control (D) will, in the meantime, 

improve transfer response, decrease overshoot, and increase 

system stability [65]–[68]. 

The Ziegler-Nichols approach can be used to derive PID 

control values [69][70]. The output of the system was 

connected to the input, therefore this method was called a 

closed loop method. At that time, the gain was increased 

continuously so that the output produces an oscillating signal 

[71][72]. The resulting period was called Pu, and the critical 

value of maximum gain was called ultimate gain (𝐾𝑐𝑟). With 

Kcu being the gain that produces oscillations and Pu was the 

resulting period, the values of the PID control parameters are 

obtained based on Table I. 

TABLE I.  ZIEGLER NICHOLS PARAMETERS 

Control Type 
Parameter 

𝐾𝑝 𝑇𝑖 𝑇𝑑 

PI 0.45 Kcr 0.83 Pu 0 

PID 0.6 Kcr 0.5 Pu 0.125 Pu 

 

Tuning with the Tyreus-Luyben method still uses the 

basic Ziegler Nichols tuning [73]–[75]. The difference in this 

method is the parameters used as shown in Table II. 

TABLE II.  TYREUS-LUYBEN PARAMETERS 

Control Type 
Parameter 

𝐾𝑝 𝑇𝑖 𝑇𝑑 

PI 0.31 Kcr 2.2 Pu 0 

PID 0.45 Kcr 2.2 Pu 0.158 Pu 
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The third tuning method that has been used in this study 

was the Good Gain method developed by Finn Haugen. By 

arranging the control in a closed loop that has an input step 

and a gain. This gain value was increased continuously until 

it reaches KpGG gain which results in an output signal that 

has overshoot and undershoot [76]. The time generated 

between overshoot and undershoot was called Tou. The 

parameters for the PID tuning of the Good Gain method are 

shown in Table III. 

TABLE III.  HAUGEN PARAMETERS 

Control Type 
Parameter 

𝐾𝑝 𝑇𝑖 𝑇𝑑 

PI 0.8 Kcr 1.5 Pu 0 

PID 0.8 Kcr 1.5 Pu 0.25 Pu 

III. RESULT AND DISCUSSION 

A. System Identification 

There were two important steps taken to implement the 

identification system. The first was recording output data 

based on input respons and the second was the identification 

process itself. The red line in Fig. 6 is the up-down-up signal 

input to the motor, while the blue line represents the motor 

response obtained from data collection in the rotary encoder. 

Positive and negative Rpm indicates that the motor was 

rotating in the opposite direction. It can be seen that the motor 

could not reach the desired RPM value due to motor 

resistance and delay time. And this was a normal 

phenomenon. 

0 5 10 15 20

40

30

20

10

0

-10

-20

-30

Time(s)

R
P

M

 

Fig. 6. Input-output signal for collecting data 

The sampling interval used for this identification process 

was 0.02 seconds. Input data (red line) and output data (blue 

line) were processed by myRIO. The N4SID identification 

system was implemented based on the data that has been 

collected. This process produces 1st to 3rd order 

mathematical modeling. System identification used the 

measurement data that the process provides to estimate the 

unknown parameters of the model under a specific error 

criteria [77]. VAC, AIC, or FPE can be used to identify the 

proper model sequence. Table IV shows the parameter values 

for 1st to 3rd order. To get good results, choose a model that 

has a large VAF value and a small AIC and FPE value [51]–

[54]. By looking at Table IV it was known that the VAF 

values for 1st order and 3rd order were almost similar but 

slightly superior for 3rd order. Meanwhile, the value of AIC 

third order was smaller than 1st order and 2nd order. For the 

FPE value, the smallest value was obtained in the equation 

with 1st order, followed by 3rd order, and finally 2d order. 

With these considerations, the 3rd order model was chosen. 

TABLE IV.  VAIC, AIC, AND FPE PARAMETERS 

Order 
Parameter 

VAF AIC FPE 

1st 94.8190 2.9248 17.7634 

2nd 94.0640 3.0613 20.7050 

3rd  94.8512 2.9206 18.0900 

 

The resulting transfer function with the 3rd order was. 

Fig. 7 shows three signals including the input signal (pink 

line), the estimation signal (red line), and the response signal 

from the motor (blue line). It can be seen that the input signal 

was not completely achieved by the estimation signal. This 

was due to the data collection process in Fig. 6 with the 

arguments explained previously. The most important thing 

was that the estimation signal and the motor response signal 

were similar. There was a striking difference between these 

two signals at the initial time, but this phenomenon was 

acceptable because the motor requires a delay time and rise 

time to reach the desired signal. In fact, these parameters 

related to motor response were the subject of discussion in 

the following research. 

1.26 𝑠2 +  27.86 𝑠 + 52734.82

 1.47 𝑠3 + 112.27 𝑠2 + 38552.43 𝑠 + 50915.38
 (13) 
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Fig. 7. Estimation signal and real signal 

B. Control Method Comparison 

The mathematical model in equation (13) of the system 

will be used as a plant to be given PI and PID control. This 

control was chosen because of its reliability and simplicity 

which only controls three parameters including 𝐾𝑝, 𝑇𝑖 , and 𝑇𝑑 

[78]. 
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Based on the root locus calculation as shown in Fig. 8, it 

showed that the EPS DC motor system has complex 

conjugation poles, so the best approach was to use a closed-

loop system. The resulting equation (13) was stable because 

the roots of the characteristic equation were all negative. 

 

Fig. 8. Root locus of EPS DC motor system 

An unstable system occurred when the response to an 

input produces loud oscillations at a certain amplitude. 

Whereas the system was stable if the system will remain in a 

stationary state or stop unless stimulated (excited by an input 

function and will return to rest if the excitation was 

eliminated). A stable system response can be seen from the 

transition that decreases towards zero with increasing time. 

To determine whether a system was stable or not, several 

methods were used, including Nyquist criteria and Bode 

criteria [79]. 

The Nyquist stability criterion was a criterion that relates 

the open loop frequency range 𝐺 (𝑗𝜔) 𝐻 (𝑗𝜔) with a zero 

angle of 1 +  𝐺 (𝑗𝜔) 𝐻 (𝑗𝜔) which lies to the right of the 

midwife s imaginary axis [80]. This criterion was very useful 

because the absolute stability of a closed loop system can be 

determined from the open loop frequency response curve so 

that there was no need to look for closed circular poles [81]. 

From equation (13) obtained by using the Nyquist stability 

analysis, a stable system with 𝑘 values in the range of 

486.2342 <𝑘<Inf and -0.9655 <𝑘<249.1969 was obtained. 

The second criterion that can be used for stability was the 

Bode stability criterion. The closed loop system will be stable 

if and only if the magnitude of the open loop system was less 

than 1 at a frequency with a phase angle of 1800. 

Mathematically the Bode stability criteria were expressed in 

the equation: 

|𝐿(𝑗𝜔)| < 1  (14) 

where 𝜔_180 was the crossover phase frequency. The results 

obtained with the stability criteria of the Bode system were 

declared stable at a value of 𝐾 = 0.0040. 

To obtain the robustness analysis, the maximum peak 

criterion value was used, where the criterion value was 

divided into two parts, namely the maximum peak sensitivity 

value and the maximum peak value of complementary 

sensitivity [82]. The maximum peak sensitivity value is 

obtained from equation (15) and the maximum peak value of 

complementary sensitivity in equation (16) 

𝑀𝑠 = 𝑚𝑎𝑥𝜔|𝑆(𝑗𝜔)| (15) 

𝑀𝑇 = 𝑚𝑎𝑥𝜔|𝑇(𝑗𝜔)| (16) 

Based on the transfer function obtained in equation (13), 

the maximum peak criterion value for the sensitivity function 

was 1.0085 and the maximum peak criterion value for the 

complementary sensitivity function was 0.5088. 

Margin of gain was the reciprocal of  |𝐺(𝑗𝜔)| at the 

frequency where the phase angle was 1800. The frequency at 

which the phase angle was 1800 was known as the phase 

crossover frequency (𝜔1) so that the gain margin  (𝐾𝑔) was 

expressed in terms of equation (17). Phase margin was the 

number of remaining phases added to the desired crossover 

gain frequency so that the system borders on an unstable 

state. Based on equation (13), the gain margin value was 𝐺𝑚 

= 44.1 dB with the gain margin frequency at 165 rad/s. While 

the value of the phase margin obtained was 𝑃𝑚 = 165 dB at 

the phase margin frequency of 0.358 rad/s. Fig. 9 shows the 

Bode diagram of equation (13). 

𝐾𝑔 =
1

|𝐺(𝑗𝜔)|
 (17) 

 

 

Fig. 9. Bode doagram EPS DC motor 

The amplification that produces an oscillating output 

signal was worth 249.8632 and the required period of time 

was 0.035704 s. The reinforcement value was 𝐾𝑐𝑟 and the 

period was 𝑃𝑢 entered in Table II to obtain the required 

control value. Table V summarizes the 𝐾𝑝, 𝑇𝑖 , and 𝑇𝑑 control 

values for PID control. 

TABLE V.  RESULT OF ZIEGLER-NICHOLS PARAMETER 

Control Type 
Parameter 

𝐾𝑝 𝑇𝑖 𝑇𝑑 

PI 9.4233 0.0564 0 

PID 12.3536 0.0340 0.0082 
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In this work, the EPS DC motor was controlled using a 

comparison of PI and PID control. Integral proportional 

control based on Table V produced 𝐾𝑝 values of 9.4223 and 

𝑇𝑖  0.0564. While PID control had parameters 𝐾𝑝 = 12.3536, 

𝑇𝑖  = 0.0340, and 𝑇𝑑 = 0.0082. Based on the parameter, rise 

time, overshoot, settling time, and stability criteria can be 

obtained. For the purpose of control design, these parameters 

were very essensial [83]. Fig. 10 illustrate the PI (red line) 

and PID (blue line) control response signal using Ziegler 

Nichols. 

 

Fig. 10. System response of PI and PID control using Ziegler-Nichols 

The rise time value for PI control was 18.736 ms with a 

peak amplitude of 1.198 at 1.025 ms. The overshoot value 

reached 21.34% and the slew rate was at 59.626/s. A stable 

value of 0.9915 was achieved at 1.306 s. All values are shown 

in Fig. 10 at the top (red line). This control has benefit was 

that it raised the final value to the intended set point by 

increasing the integral in the system. 

In this investigation, complete controls P, I, and D were 

used. The peak amplitude value was obtained at the point of 

1.227 at 1.023 s. The overshoot value generated by this 

control was slightly greater than the PI control, which was 

equal to 24.375%. Rise time generated in this control was 

worth 18.753 ms slightly smaller than the PI control. The 

resulting slewrate at a value of 69.106/s was greater than the 

PI control slew rate. This PID control reached a stable value 

at 0.9935 at 2.268 s. As shown in Fig. 10 at the bottom (blue 

line), the output of the PID control still oscillates a little, even 

though it was very small. 

The Tyreus-Luyben method was also applied to the 

models produced by this EPS DC motor identification 

system. This method was based on the Ziegler-Nichols 

method but with a slight difference in determining the values 

of 𝐾𝑝, 𝑇𝐼 , and 𝑇𝑑. On the basis of Table II, the control values 

were obtained as shown in Table VI. 

TABLE VI.  RESULTS OF TYREUS-LUYBEN PARAMETERS 

Control Type 
Parameter 

𝐾𝑝 𝑇𝑖 𝑇𝑑 

PI 77.4576 0.07855 0 

PID 147.4193 0.07855 0.005641 

 

With 𝐾𝑝 values of 77.4576 and 𝑇𝑖 0.07855 for PI control, 

and for PID control with 𝐾𝑝 values of 147.4193, 𝑇𝑖  0.07855, 

and 𝑇𝑑 0.005641. The signal in Fig. 11 above (red line) was 

a response signal to the step signal that enters the input. The 

amplitude value that occurs was 1.125 at 1.028 s. The 

resulting rise time was 16.089 ms with a slew rate of 48.685/s. 

The overshoot that occured in this PI control was 14.368%. 

The stable value at 0.9888 occurred at 1.386 s. 

The response signal to the PID control was shown in Fig. 

11 below (blue line). The overshoot that occurred was 

21.341% with a peak value of 1.195 amplitude at 1.026 s. The 

value of rise time on this signal was 13.139 ms with a slew 

rate of 59.650/s. The final signal oscillates slightly but was 

very small at values between 0.985 and 0.997 ranging from 

1.477 s. 

 

Fig. 11. System response of PI and PID control using Tyreus-Luyben 

The method that has been used in this study was the 

Haugen method which was also known as the Good Gain 

method. The gain obtained when the response signal 

produces overshoot and undershoot was 75. From the output 

signal, the value between overshoot and undershoot was 

18.554 ms. This value was used to obtain the control 

parameter values according to Table III. The control values 

of 𝐾𝑝, 𝑇𝑖 , and 𝑇𝑑 for the Haugen method were shown in Table 

VII. 

TABLE VII.  RESULTS OF HAUGEN PARAMETERS 

Control Type 
Parameter 

Kp Ti Td 

PI 60 0.0278 0 

PID 60 0.0278 0.0069 

 

Fig. 12 illustrates the control response signal of the PI, 

(red line) and PID (blue line) using the Haugen method. For 

PI control with 𝐾𝑝 60 and 𝑇𝑖  0.02782. While PID control with 

𝐾𝑝 60, 𝑇𝑖  0.02782, and 𝑇𝑑 0.0069. 

As shown in the Fig. 12 at the top (red line), the signal 

peak under PI control was 1.055 at 1.030 s with a rise time of 

11.361 ms. The slew rate of this signal was 41.9/s and the 

overshoot was 6.989%. A value of 9.842 occurred at 1.3 s 

with a slight oscillation. The PID control illustrates in Figure 

10 below (blue line) reached a peak amplitude of 1.051 at 

1.030 s. The rise time that occurs was slightly smaller than 

the PI control, which was valued at 13.184 ms. The slew rate 

of this signal was 41.693/s. Signal overshoot with PID control 

reached 6.989%. A stable value of 0.9843 with a slight 

oscillation occurred starting at 1.3 s. 
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Fig. 12. System response of PI and PID control using Haugen 

C. Robutness Analysis 

Beside performance, the robustness of a system is also 

starting to be considered. Robustness of a system shows the 

system's ability to continue to provide the desired 

performance even though there were significant changes 

(uncertainties) in plant parameters [84]. The test is important 

because the DC EPS motor will be used for steering in 

changing road conditions. 

To get a control robustness test, each control was given 

disturbances. The disturbance given to the system was in the 

form of a 10 ms impulse at 2s time with an amplitude of 50. 

Fig. 13 shows the results of the robustness test with 

disturbances in PI (blue line) and PID (red line) control using 

the Ziegler Nichols method. With PID control the signal 

would return to a stable state within 570 ms, while PID 

control takes a longer time, namely 720 ms to reach a stable 

point again. Even with PID control the signal still oscillated 

in small deviations. 
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Fig. 13. Robustness test of control using Ziegler-Nichols 

The robustness test of the Tyreus-Luyhen method 

controller was shown in Fig. 14. A stable state as before was 

obtained at 380 ms for PI control (blue line). Whereas for PID 

control (red line), a stable state was achieved at 510 ms. 
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Fig. 14. Robustness test of control using Tyreus-Luyben 

Similar to other methods, the Haugen method controller 

has also been tested for robustness. With the same noise 

signal as tested previously, the PI control (blue line) could 

return to a stable state at 260 ms. The time value of 270 ms 

was the time to stabilize the output signal after receiving 

interference for the PID method (red line). Fig. 15 illustrates 

the results of the signal getting interference for control by the 

Haugen method.  
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Fig. 15. Robustness test of control using Haugen 

D. Discussion of Results 

The aim of a control system is to adjust process variables 

to a desired state. Steering motor control requires precise and 

fast responses. The factor can be known from the rise time. 

Rise time was defined as the time it takes for a response to 

increase from 10% to 90% [85]. Based on the rise time value 

generated from the three controls, the smallest to largest 

values were the Haugen method, the Tyreus-Luyben method, 

and the Ziegler-Nichols method. From the definition, it 

means that the smallest rise time value was a good value for 

the control system. Therefore, the Haugen method control 

was a good control with the smallest time to achieve the 

desired value. 

Overshoot was the maximum peak value of the response 

curve measured from unity. Therefore, overshoot was a 

performance indication that should not be ignored [86]. The 

steering control does not allow for overshoot or the tolerance 

was small. The Zeigler-Nichols method achieved the highest 

overshoot value, the second order was the Tyreus-Luyben 

method, and the smallest overshoot was achieved by control 

with the Haugen method. A proportional constant that was 

too large causes a large overshoot. However, with an 

appropriate combination of parameters, control with Haugen 

tuning can minimize overshoot. 

Settling time was the time it takes for a response curve to 

reach and settle in the area around the final price whose size 

was determined by the absolute percentage of the final price 

(usually up to 5%)[87]. The Tyreus-Luyben method has the 

highest settling time value compared to the other two 

methods. The same value was obtained for the Ziegler-

Nichols and Haugen controls, but the final value that was 

close to the steady state value was obtained by the control 

using the Ziegler-Nichols method. 

The results of the system response showed that with the 

three methods used, PI control was better than PID control. 

In the Ziegler-Nichols method, the signal stabilizes faster 

with PI control than with PID control. Even in the PID 

control, it could be seen that the response signal still oscillates 

continuously even though it was in a small value. The same 
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phenomenon was shown in the Tyreus-Luyben control, 

where the signal with the PID control experiences a 

slowdown in achieving stability. The overshoot produced by 

this method was also higher than using the PI control. The 

results of the Haugen method control show that PI and PID 

control produced almost the same response signal between 

the two. This was understandable because of the use of 

similar formulas or equations. The value of rise time and 

overshoot between PI and PID controls with this method was 

only slightly different or can be said to be almost the same. 

But if it was seen from the resulting signal graph, it turns out 

that the PID control produces an oscillating signal too. So, it 

could be said that the results of the PI control signal were 

better because it was more stable than the PID control signal. 

PI control reliability was also strengthened when the system 

was disturbed. Based on the three methods, all of them show 

that the time to regain stability after being given a disturbance 

in the form of impulses with PI control ws smaller than that 

of PID control. 

Compared with several other similar studies, this system 

offers significant improvement in terms of rise time and 

overshoot. Other studies used the trial and error [88] and the 

Ziegler Nichols tuning method without comparing other 

tuning methods [89]. In fact, Ziegler Nichols method was not 

always satisfactory for obtaining control parameters [90]. 

This research has proven that the proposed method was better 

than the method that has been widely used. The method was 

the Haugen method. 

The strength of the research improves existing tuning 

methods. It can be seen that the Haugen method has 

advantages compared to the other two methods. The purpose 

was to increase the performance and stability of the DC motor 

in the steering system. 

EPS DC motors were used for uncertain conditions. 

Uncertainty in the system occurs due to changes in plant 

parameters, plant dynamics that were not modeled, time 

delays that were not modeled, changes in the operating area, 

noise from sensors, disturbances that were not predicted. The 

last factor was often found in steering systems [91]. Another 

strength is that the research showed that disturbances that 

may occur on the highway can be reduced well with the 

proposed method. 

Limitation of the study was that the reference value 

changes. The reason was that the car could experience 

changes in voltage due to an unstable electricity supply from 

a problematic accumulator. It was necessary to investigate 

whether this will significantly influence the rise time, 

overshoot and steady state values. 

IV. CONCLUSION 

The main objective of this study was to get an EPS DC 

motor system modeling and to find its control parameters. 

This was very important to do because the EPS system was 

used a lot in car steering systems, while the technical data for 

the motor was usually not available. By providing an input 

up-down-up signal to an EPS DC motor and investigating the 

response using N4SID method, system modeling could be 

obtained. This could be seen from the response of the 

simulation system close to the real system. The 3rd order 

mathematical model was obtained based on the validation of 

VAC, AIC, and FPE. 

The control strategies chosen were PI and PID with three 

tuning methods including Ziegler Nichols, Tyreus-Lyuben, 

and Haugen. The rise time value was important because it 

shows how quickly the motor responds to steering. Among 

the three methods, the fastest was the Haugen method with PI 

control. Derivative parameters in PID control did not actually 

improve control results. The best results show that with PI 

control the Haugen method obtains rise time 11.361 ms and 

settling time at 1.3 s. Meanwhile, overshoot was 6.989%. 

This value could not be large because it will affect steering 

stability. 

Highways are unpredictable conditions. Robustness 

testing needs to be carried out because the steering system 

will experience changing environmental conditions. The best 

results for this test were achieved by the Haugen method. 

Based on these results, the main contribution of the 

research was demonstrated by a novelty EPS DC motor 

control method whose robustness has been tested. The control 

can improve the performance and stability of the steering 

system. Besides that, this control can also be developed for 

control purposes in industry. 

Improved control can be tried further by using several 

other methods or algorithms. These algorithms include fuzzy 

logic control, neural networks, and other artificial 

intelligence algorithms. The control parameters investigated 

influence each other. The fuzzy method can increase rise 

time, reduce overshoot, and speed up steady state without 

affecting each other. The neural network training method can 

find the right control parameter values. This has the 

opportunity to get better control than the previous method. 

Robustness testing is related to DC motor voltage instability 

needs to be investigated more deeply. 
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