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Abstract—Over the past years, self-driving mobile robots have
captured the interest of researchers, prompting exploration into
their multifaceted implementation. They have the potential to
revolutionize transportation by mitigating human error and re-
ducing traffic accidents. The process of deploying self-driving
mobile robots can be divided into several steps, such as algorithm
design, simulation, and real-world application. This research paper
presents a simulation using DonkeyCar on the Mini Monaco
track, employing a Soft Actor-Critic (SAC) alongside a denoising
autoencoder. At this point, it is limited to the simulation, serving
as a proof of concept for further research with hardware im-
plementation. The simulation verifies that relying solely on SAC
for the convergence of policy is not sufficient; it yields a mean
episode length of only 28.82 steps and a mean episode reward of
0.7815. The simulation ended after 3557 steps due to the inability
of SAC alone to converge, without completing a single lap. Later,
by integrating the denoising autoencoder, convergence of policy
can be achieved. It enables DonkeyCar to adeptly track the lane
of the circuit. The denoising autoencoder plays an important role
in accelerating the convergence of transfer learning. Notably, the
mean reward per episode reached 2380.4387, with an average
episode length of 771.71 and a total of 114357 steps taken.
DonkeyCar manages to complete several laps. These results affirm
the effectiveness of SAC with a denoising autoencoder in enhancing
the performance of self-driving mobile robots.

Keywords—Self-Driving Mobile Robot; Deep Reinforcement
Learning; Donkeycar Simulation; Soft Actor-Critic; Denoising Au-
toencoder.

I. INTRODUCTION

In recent years, research on autonomous systems has grown
rapidly with many breakthroughs and innovations, ranging from
autonomous cars, underwater vehicles, to unmanned aerial vehi-
cles [1]–[5]. One of the topics that captures our attention is self-
driving mobile robots, which hold great potential for addressing
transportation problems and revolutionizing them [6]–[8]. They
have the capability to mitigate human errors that lead to traffic
accidents [9]–[11]. Self-driving mobile robots integrate deep
reinforcement learning to further advance their capabilities
[12]–[14]. There are various deep reinforcement algorithms,
some of which are Deep Q-Network (DQN) [15]–[17], Deep

Deterministic Policy Gradients (DDPG) [17]–[20], Policy Gra-
dient Method [21]–[23], Proximal Policy Optimization (PPO)
[24]–[27], Deep Deterministic Policy Gradient (DDPG) [28]–
[30], Twin Delayed DDPG (TD3) [31]–[33], ans Soft Actor-
Critic [34]–[36]. Among the various algorithms for deep rein-
forcement learning, Soft Actor-Critic (SAC) has proven to be
a fast-converging and robust solution for training autonomous
agents in complex and dynamic environments [37]–[42].

Some notable studies in robotics that utilize SAC are as
follows. Wong et al. prevail in implementing SAC for motion
planning of dual-robotic arms. Each arm is designed with 7
degrees of freedom (DoF), capable of avoiding self-collision
at the same moment keeping the arms from singularities
[38]. Meanwhile, Mustafa et al. introduce deep reinforcement
learning for speed control of ultrasonic motors. It provides a
Lyapunov-based reward function for SAC to verify the stability
of those ultrasonic motors [39]. Lastly, Hong et al. conduct
a simulation for stabilizing Furuta pendulum using SAC with
cosine reward function. After obtaining the satisfactory results,
then they transfer it to the real world. It can be justified that the
transfer learning is a success, the real Furuta pendulum can be
stabilized and robust enough against external disturbances [40].
Chisari et al. have devised a simulation for self-driving mobile
robots utilizing SAC, which outperforms alternative algorithms
like Model Predictive Control [43]. Those results prove that
SAC can be employed for autonomous agents and various
robotics applications. The rationale for choosing SAC lies in
its suitability for tasks with continuous action spaces, enabling
effective handling of complex and high-dimensional action
spaces. Additionally, SAC typically exhibits greater sample
efficiency compared to other algorithms, resulting in compara-
ble performance with fewer samples. Using SAC (Soft Actor-
Critic) can be beneficial for self-driving mobile robots that
rely on camera data, especially when dealing with continuous
action spaces. SAC is particularly well-suited for problems
with continuous action spaces, such as steering and throttle
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control in self-driving tasks. This algorithm can effectively
handle the complexity of continuous actions and learn policies
that enable smooth and accurate control of the vehicle based
on the input from the camera. Therefore, employing SAC can
be advantageous for self-driving mobile robots that operate in
environments where continuous data from cameras are crucial
for navigation and decision-making. Moreover, we also include
pre-trained data using a denoising autoencoder (DAE) to en-
hance policy convergence.

An autoencoder is a type of artificial neural network used
for unsupervised learning and dimensionality reduction [44]–
[46]. It is designed to encode input data into a compressed
representation and then decode it back to the original form.
The primary objective of an autoencoder is to learn a compact
and meaningful representation of the input data [47]–[49].
Specifically, a denoising autoencoder (DAE) is one kind of
neural network that learns efficient data representations by
training on purposely corrupted input data [50]. Similar to
a typical autoencoder, the DAE consists of an encoder and
a decoder, minimizing the reconstruction error between the
original input and output. During training, input data are
intentionally corrupted with noise, encouraging the model to
focus on essential features resilient to such distortions. This
unique training objective makes DAE particularly effective for
tasks like image denoising and feature learning [51]. Later, by
emphasizing robustness, the DAE can enhance generalization
and find applications in various domains where data may exhibit
noise or imperfections [52]–[54].

Adding a DAE to SAC enhances policy convergence in self-
driving mobile robot by reducing noise, learning important fea-
tures from input data, reducing dimensionality, and leveraging
transfer learning. The DAE preprocesses noisy sensor data, such
as camera images, by reducing noise and extracting relevant
features. This results in more accurate state representations
and faster learning. Additionally, pre-trained DAE can trans-
fer knowledge from large datasets, further improving policy
convergence and overall performance. The research contribu-
tions include the enhancement of performance in self-driving
robot simulations through the integration of DAE with SAC,
demonstration of the effectiveness of the combined approach in
successfully navigating the track, and highlighting the potential
for real-world application of SAC and DAE in self-driving
technology.

The rest of this paper is structured as follows: Section II
provides an overview of the methods employed in this study, in-
cluding the DAE and SAC. Moving forward, Section III delves
into the results obtained from the experiments. This section not
only presents the outcomes but also details the environment
setup and the simulations conducted, both with SAC alone and
with the integration of SAC and DAE. Lastly, the conclusion of
this paper is presented in Section IV, summarizing the findings
and discussing the implications of the study.

II. METHODS

Here, we will delve into two subjects. Subsection II-A
presents the concept of autoencoder, including denoising
autoencoder. Meanwhile, subsection II-B provides a brief
overview of SAC.

A. Denoising Autoencoder

Before explaining further about DAE, let us briefly explain
the autoencoder. Autoencoder is a of kind artificial neural
network used for unsupervised learning, which is mainly used
for dimensionality reduction, feature learning, and data com-
pression [55]–[58]. It has two main parts, namely an encoder
and a decoder as depicted in Fig. 1.

Fig. 1. Architecture of autoencoder.

The encoder (E) takes the input data and maps it into a
lower-dimensional representation. It can be achieved through a
series of hidden layers, typically fully connected layers, where
each layer extracts increasingly abstract features from the input
data denoted as x. The output of the encoder, denoted as z, is
referred to as the latent space or bottleneck layer. It contains a
compressed representation of the input data. This representation
ideally captures the most important features of the input data
[59]. Mathematically, the relationship between the encoder that
being parameterized by α, input data, and latent space can be
defined as

z = Eα(x). (1)

The later part is the decoder (D), which takes the compressed
representation from the latent space and attempts to reconstruct
the original input data. It performs the reverse operation of
the encoder by mapping the latent representation back to the
reconstructed input space using parameter β [60]. It can be
formulated as

x̂ = Dβ(z), (2)
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where x̂ is the reconstructed data. The decoder typically mirrors
the structure of the encoder but in reverse, with each layer
expanding the dimensions back to the original input size.

Usually, both are multilayer perceptrons. A single layer
encoder Eα can be defined as

Eα(x) = δ(Wx+ b), (3)

where x ∈ x, W is a weighted matrix, and b is bias. Meanwhile
δ is an activation function that usually either a sigmoid function
or a rectified linear unit.

It yearns to to minimize the reconstruction error between the
input data x and the output data x̂, therefore the autoencoder
should be trained. In order to evaluate it, we need a task based
on the reference probability distribution and reconstruction
quality function. Let µref be a probability distribution over x
and d : x × x → [0,∞] be a reconstruction function. Hence,
we can measure how much x̂ differs from x based on d(x, x̂).
After obtaining µref and d, then we can define the loss function
such as

L(α, β) = Ex∼µref [d(x,Dβ(Eα(x)))] , (4)

where E is the expected value operator.
After explaining the preliminaries, now we can discuss the

DAE. it is originally called robust autoassociative network [61].
Technically, the main difference between a typical autoencoder
and DAE is the input data. Despite using the original data to
yield the latent space like a typical autoencoder, DAE uses
intentionally corrupted data [62]. It makes sense since the
aim is to learn a representation of the original data that is
robust against noise, by training on corrupted input data and
reconstructing the original [63]. Let us define the noise process
based on the probability distribution µT over T : x→ x̃. Here,
T is a function that maps the original data x ∈ x to corrupted
one x̃ ∈ x̃.

Simply, by substituting the original input data (x) with the
corrupted one (x̃) in equation (1), we have the latent space for
DAE as

z = Eα(x̃). (5)

Furthermore, by considering the equation (2) and (5) we can
define the reconstructed data x̂ for DAE such as

x̂ = Dβ(Eα(x̃)). (6)

Meanwhile, the training process can be done by solving the
optimization problem such as

min
α,β
L(α, β) = Ex∼µx,T∼µT

[d(x, (Dβ ◦ Eα ◦ T )(x))] , (7)

Those steps allow DAE to effectively remove noise from
input data during the reconstruction process [64]. Essentially,

DAE differs from typical autoencoders by reconstructing cor-
rupted input, removing noise, and focusing on resilient features.
This is particularly advantageous for self-driving mobile robots,
where noisy sensor data can affect perception accuracy. DAE
enhances perception by cleaning noisy inputs and extracting
relevant features, thus improving the ability to interpret data
and make informed decisions in complex environments.

B. Soft Actor-Critic

SAC, renowned for reinforcement learning tasks with con-
tinuous action spaces, is an off-policy optimization method
designed for stochastic policies [65]–[67]. The policy undergoes
training aimed at maximizing the balance between anticipated
returns and entropy, which quantifies policy randomness and
is directly tied to the exploration-exploitation dilemma. As
entropy rises, the model is encouraged to explore more, po-
tentially accelerating the learning process [68]. This approach
also safeguards against premature convergence to suboptimal
solutions [69]. In general, SAC can be described as in algorithm
1 Soft Actor-Critic.

Algorithm 1 Soft Actor-Critic

Initialize parameter vectors ψ, ψ̄, θ, ϕ
for each iteration do

for each environment step do
at ∼ πϕ(at | st)
st+1 ∼ p(st+1 | st, at)
D ← D ∪ {st, at, r(st, at), st+1}

end for
for each gradient step do
ψ ← ψ − λV ∇̂ψJV (ψ)
θi ← θi − λQ∇̂θiJQ(θi) for i ∈ {1, 2}
ϕ← ϕ− λpi∇̂ϕJpi(ϕ)
ψ̄ ← τψ + (1− τ)ψ̄

end for
end for

Initially, parameters such as ψ, ψ̄, θ, ϕ are initialized.
Subsequently, it iteratively collects data from the environment,
updates the parameters of the value network, Q-functions, and
policy network using stochastic gradient descent methods, and
performs soft updates on the target value network. These steps
collectively enable the SAC algorithm to learn an optimal policy
for reinforcement learning tasks involving continuous action
spaces [70]–[72].

SAC features an objective function that integrates both a
reward component and an entropy term denoted as H, weighted
by the parameter α such as

J (π) =
∑T

t=0
E(st,at)∼ρπ [r (st, at) + αH (π (· | st))] . (8)
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It simultaneously learns through three networks, namely
the state value function, the soft Q-function, and the policy
function. Each of these networks - the state value function
V , the soft Q-function Q, and the policy function π - is
parameterized with ψ, θ, and ϕ respectively [34].

Let us denote the distribution of the replay buffer as D, then
we can train the value network V to minimize the squared
residual error using an objective function such as

JV (ψ) = Est∼D

[
1
2

(
Vψ(st)− Eat∼πϕ

[Qθ(st, at)− log πϕ(at | st)]
)2]

, (9)

Later, by utilizing an unbiased estimator, we can estimate
the gradient of the objective function for the residual error
in (9), allowing us to update the parameters of the network
accordingly. The estimator can be described as

∇̂ψJV (ψ) = ∇ψVψ(st)(Vψ(st)−Qθ(st, at)
+ log πϕ(at | st)), (10)

where the actions are sampled based on the present policy rather
than the replay buffer.

The soft Q-function Q is trained by minimizing the soft
Bellman residual such that

JQ (θ) = E(st,at)∼D

[
1

2

(
Qθ (st, at)− Q̂ (st, at)

)2
]
, (11)

where

Q̂ (st, at) = r (st, at) + γEst+1∼p
[
Vψ̄ (st+1)

]
. (12)

Just like before, it is also optimized with stochastic gradients
such as

∇̂θJQ(θ) = ∇θQθ(at, st)(Qθ(st, at)
−r(st, at)−γVψ̄(st+1)). (13)

Finally, the policy parameters can be determined by minimiz-
ing the expected Kullback-Leibler divergence using an objective
function such as

Jπ (ϕ) = Est∼D

[
DKL

(
πϕ (· | st) ∥

exp (Qθ (st, ·))
Zθ (st)

)]
. (14)

Let denote ϵt as an input noise vector, then policy function
π can be reparametrized by using a neural network transfor-
mation such as the addition of noise or the incorporation of
deterministic features.

at = fϕ (ϵt; st) , (15)

Henceforth, the objective in equation (14) can be rewritten as

Jπ(ϕ) = Est∼D,ϵt∼N [log πϕ (fϕ (ϵt; st) | st)−Qθ (st, fϕ (ϵt; st))] (16)

The gradient of equation (16) can be approximated with

∇̂ϕJπ(ϕ) = ∇ϕ log πϕ (at | st)
+ (∇at log πϕ (at | st)−∇atQ (st, at))∇ϕfϕ (ϵt; st) (17)

where at is evaluated at fϕ (ϵt; st) [34].

III. RESULTS AND DISCUSSION

This section discusses three key topics. Firstly, Subsection
III-A elaborates on the environment setup, including an ex-
planation of the reward policy. Next, Subsection III-B delves
into simulating DonkeyCar for the self-driving mobile robot
using solely the SAC algorithm, shedding light on the intricate
processes involved. Lastly, Subsection III-C explores simulat-
ing DonkeyCar for the self-driving mobile robot with SAC
enhanced by DAE, highlighting their combined effectiveness
in autonomous driving simulation.

A. Environment Setup

The simulation setup for the self-driving mobile robot in-
volves several components. It uses Stable-Baselines3, a rein-
forcement learning library, with the DonkeyCar simulator and
OpenAI Gym environment. The simulation environment runs
on a Linux Ubuntu 22 operating system, with 8GB of RAM.
Graphics processing is performed by an NVIDIA GeForce
RTX 3050, with CUDA Version 12.2 providing accelerated
computation. The chosen system specifications are aimed at
facilitating efficient processing of the DonkeyCar simulation
with SAC and DAE. This hardware setup offers ample memory
and computational capacity to ensure smooth operation and
expedited training of the neural network models utilized in the
algorithms.

Stable Baselines3 is a Python library built upon the PyTorch
framework, designed to provide users with highly efficient im-
plementations of reinforcement learning algorithms [73]. This
library places a strong emphasis on simplicity, extensibility,
and high performance, aiming to streamline the process of
developing and deploying reinforcement learning models. As
a successor to the original Stable Baselines library, Stable
Baselines3 inherits a wide array of features and capabilities.
These include access to state-of-the-art reinforcement learning
algorithms, comprehensive support for both continuous and
discrete action spaces, and seamless integration with OpenAI
Gym environments. With its robust set of tools and function-
alities, Stable Baselines3 serves as a versatile and powerful
resource for researchers and practitioners alike, facilitating
the exploration and implementation of advanced reinforcement
learning techniques in various domains.
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DonkeyCar is an open-source DIY (Do It Yourself) self-
driving platform designed for small-scale robotic vehicles,
typically constructed from remote-controlled cars or similar
models. It offers a framework for building, customizing, and
experimenting with autonomous driving algorithms and hard-
ware setups such as cameras and lidars [74]–[76]. Additionally,
the DonkeyCar Simulator, depicted in Fig. 2, plays a vital role
in the DonkeyCar platform, providing users with a virtual envi-
ronment for testing and training autonomous driving algorithms
without the need for physical hardware [76]–[78].

Fig. 2. DonkeyCar on simulation.

In this research, we use the Mini Monaco track. Initially,
we need to gather image data for this track on the DonkeyCar
Simulator, using the teleoperated system for DonkeyCar. Our
goal is to collect 10000 images from various driving scenarios
on the track. This image dataset is important for training the
denoising autoencoder, as it constitutes the essential input for
developing resilient and insightful environment representations.
The sample for collected image can be seen in Fig. 3.

Fig. 3. Captured image for Mini Monaco track.

In this environment, if the self-driving mobile robot (Donkey-
Car) collides with any obstacles such as walls or other objects,
the simulation will automatically reset, and the DonkeyCar
will be returned to the starting point. It is crucial to establish
policies for SAC to ensure that the self-driving mobile robot
can navigate the track effectively. Deviating from the track is

not desirable behavior for the self-driving car, so the policy
must discourage such actions. Therefore, such a reward system,
applicable to both SAC and SAC enhanced with DAE, is
designed as

g =

{
−20− 2× τ, when off the track,
1− ω × τ, when on the track.

(18)

Let g represent the reward, ω denote the off-center lane
ratio of the track, and τ signify the throttle. The off-center
lane ratio indicates the distance of the mobile robot from the
center of the lane. If the off-center lane ratio increases, the
mobile robot moves further away from the center, and vice
versa. Consequently, each time the robot veers off the track,
the reward will be decreased. A multiplier constant of 20 is
used to amplify the reduction in accumulated reward, guiding
the robot to avoid further deviation. Conversely, as long as the
robot stays on the track, the reward will gradually increase.
This incentivizes the self-driving car to maintain its position
within the lane and navigate the track accurately.

B. Self-Driving Mobile Robot with SAC

The parameters used to evaluate the performance of SAC
for self-driving mobile robots on the DonkeyCar simulation,
particularly on the Mini Monaco track, are determined by
observing the mean episode length and mean episode reward.
Higher values of these parameters are indicative of better
performance.

Unfortunately, the SAC experiment for the DonkeyCar sim-
ulation on the Mini Monaco track does not produce the desired
outcomes. Despite multiple efforts, the deep reinforcement
learning (DRL) approach using SAC failed to converge as
anticipated. Throughout the simulation, the DonkeyCar con-
sistently collided with the walls, resulting in its return to the
starting point. This suggests that the DonkeyCar was unable to
successfully complete a single lap on the Mini Monaco track.

The mean episode length decreases over time due to the
frequent resets, causing the DonkeyCar to return to its initial
position. This trend is illustrated in Fig. 4, which illustrates
the gradual decline in the mean episode length throughout the
experiment.

It terminated at 3557 simulation steps, with a mean episode
length of 28.82 steps. Similarly, Fig. 5 illustrates a downward
trend in the mean episode reward throughout the simulation,
with the final mean episode reward being 0.7815

These findings suggest that the SAC approach for self-driving
mobile robots in the DonkeyCar simulation on the Mini Monaco
track does not achieve the desired performance and fails to
converge during the experiment.
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Fig. 4. Mean episode length SAC.

Fig. 5. Mean episode reward SAC.

C. Self-Driving Mobile Robot with DAE and SAC

After concluding that SAC alone is insufficient to achieve
convergence for the self-driving mobile robot in DonkeyCar on
the Mini Monaco track, we decide to integrate DAE with SAC.

The architecture of the DAE, as depicted in Fig. 6, comprises
the encoder and decoder, both sharing similarities in structure
and operation. Both employ sequential layers from the first to
the fourth layer with convolutional operations.

Fig. 6. Architecture of DAE.

The encoder comprises four convolutional layers followed by
ReLU activation functions. Each layer applies a 2D convolution

operation with specified kernel size and stride. Output channels
increase from 16 to 128, indicating feature map depth. Kernel
size and stride are set to 4 and 2, reducing spatial dimensions
while increasing depth. ReLU introduces non-linearity, aiding
in learning complex patterns [79]–[81]. Meanwhile, the decoder
includes four transpose convolutional layers followed by ReLU
activation functions and a final sigmoid activation function.
These layers upsample the encoded latent space to reconstruct
the original input image. Output channels decrease from 128
to match the input dimension, aiding in reconstruction. The
sigmoid activation function scales output pixel values to the
range [0, 1] for representing image intensities [80]–[82].

After explaining the architecture, we can discuss the training
process. The DAE is trained using 10, 000 images from the Mini
Monaco track over 200 iterations, utilizing the Adam optimizer.
This optimizer offers benefits such as adaptive learning rates
and momentum, enabling efficient convergence by dynamically
adjusting step sizes for each parameter [83]–[85]. Its combi-
nation of adaptive gradient and momentum methods makes it
particularly effective for optimizing complex, high-dimensional
models with sparse gradients. The training process consistently
reduces the loss function over time, starting from an initial
value of 7.9253 and decreasing to 1.2678 after 200 iterations,
indicating successful convergence as depicted in Fig. 7.

Fig. 7. Training loss DAE.

The decreasing trend in training loss indicates that the DAE
is converging towards a solution. As the number of iterations
increases, the model becomes more adept at reconstructing
clean images from corrupted inputs. This improvement suggests
that the DAE is steadily capturing more intricate details and
features of the input data, leading to better reconstruction
results.

After obtaining the best model of the DAE, we integrate it
into our simulation of DonkeyCar on the Mini Monaco track
using SAC. Enhancing SAC with DAE yields better results than
solely relying on SAC. Throughout the simulation, spanning up
to 114357 steps, the DonkeyCar successfully completes a full
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lap on the Mini Monaco track. As a result, the mean episode
length is recorded at 771.71 steps at the 114357th simulation
step, as illustrated in Fig. 8.

Fig. 8. Mean episode length DAE-SAC.

Additionally, the reward tends to increase over time, with the
mean episode reward reaching 2380.4387 at 114357 simulation
steps, as shown in Fig. 9.

Fig. 9. Mean episode reward DAE-SAC.

The findings suggest that incorporating DAE into SAC can
notably improve performance. Specifically, this integration fa-
cilitates rapid convergence, indicating the combined method’s
effectiveness in learning the inherent data patterns and struc-
tures. The comparison results for SAC and SAC with DAE are
depicted in Table I.

TABLE I. COMPARISON OF SAC AND DAE-SAC

Metric SAC DAE-SAC
Number of Steps 3557 114357

Mean Episode Reward 0.7815 2380.4387
Mean Episode Length 28.82 771.71

A significant aspect of utilizing a DAE in conjunction with
the SAC algorithm for self-driving mobile robots lies in the
preprocessing of sensor data. The DAE is trained to reconstruct
clean representations of noisy sensor inputs, such as camera
images, by learning to remove noise and extract relevant
features.

After training, the DAE effectively cleanses the sensor data,
offering SAC algorithm with clearer and more insightful in-
puts. This preprocessing stage boosts the capability to develop
precise and resilient policies for navigation and control tasks.
Utilizing denoised sensor data in SAC enhances the learning
process, allowing SAC to concentrate on extracting essential
information from the input data without being obstructed by
noise.

IV. CONCLUSIONS

In conclusion, the simulation of the self-driving car using
DonkeyCar on the Mini Monaco track involved two methods,
SAC and SAC enhanced with DAE. Initially, SAC alone failed
to converge, displaying a mean episode length of only 28.82
steps and a mean episode reward of 0.7815. The simulation
ended after 3557 steps due to the inability of SAC alone to
converge.

However, after integrating DAE with SAC, significant im-
provements were observed. The DAE was trained for 200
iterations and achieved convergence, with the best model having
a loss of 1.2678. The combined SAC with DAE approach
successfully converged, exhibiting a mean episode length of
771.71 steps and a mean episode reward of 2380.4387. The
simulation ran for an extended period, reaching 114357 steps
before being terminated.

These results highlight the effectiveness of integrating DAE
with SAC for enhancing the performance of the self-driving
car simulation on the Mini Monaco track. The combined
approach not only overcame the convergence issues faced by
SAC alone but also significantly improved the mean episode
length and mean episode reward, demonstrating its capability
to navigate the track successfully and achieve higher rewards.
As this study is solely based on simulation, future endeavors
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could involve transitioning towards hardware implementation
for real-world applications. Since, the integrated SAC and DAE
approach holds promise for broader applicability across various
autonomous driving tasks and environments, underscoring its
potential for seamless real-world implementation.
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