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Abstract—Earthquakes pose a significant threat to societies 

worldwide, underscoring the urgent need for advanced 

prediction technologies. This study introduces an optimization 

technique aimed at reducing the error rate in earthquake 

prediction by selecting the most suitable parameters for a Bi-

LSTM (Bidirectional Long Short-Term Memory) model. 

Despite Bi-LSTM's promising outcomes, variations in 

parameters can impact performance, necessitating careful 

parameter selection. This research employs Grey Wolf 

Optimization (GWO) to optimize parameters and evaluates its 

effectiveness against other group optimization approaches to 

identify the most efficient parameters for earthquake 

prediction. Additionally, a multiple input multiple output 

(MIMO) architecture is implemented to enhance prediction 

accuracy. The evaluation results demonstrate that GWO 

outperforms other optimization techniques, achieving a reduced 

loss score of 0.364. The ANOVA method yields a p-value 

approaching 0, indicating statistical significance. This study 

contributes to the development of early warning systems for 

earthquake disasters by emphasizing the importance of 

parameter optimization in earthquake prediction and 

showcasing the effectiveness of Bi-LSTM and GWO 

methodologies. 

Keywords—Earthquake Prediction; Bi-LSTM; Grey Wolf 

Optimization; Seismic Data; Parameter Optimization. 

I. INTRODUCTION 

Earthquakes, considered perilous natural phenomena [1]–

[3], happen abruptly and lead to a significant loss of life, 

surpassing 50% compared to other natural catastrophes [4]. 

Between 1998 and 2017, a total of 750,000 lives were 

claimed worldwide, affecting 125 million people and 

resulting in injuries, relocation, and property damage [4]. 

Earthquakes may be categorized into many categories, 

including tectonic, volcanic, and impact earthquakes [5], 

These sorts of earthquakes are most common in areas where 

tectonic plates come together, particularly the Pacific Plate, 

which has caused significant disasters like the 1960 Chile 

Earthquake [1], [4], [6]. Due to increasing magnitudes, 

earthquakes provide substantial economic and material 

dangers [7]. This highlights the need for automated early 

warning systems, particularly in areas with high seismic 

activity, such as the Pacific Plate [8]. However, the 

unexpected nature of the subject makes analysis challenging 

owing to the many elements at play. 

Machine learning (ML) techniques have been extensively 

used in diverse fields, including hazard anticipation and 

projection, such as floods, earthquakes, and landslides [9]. 

The incorporation of ML and deep learning (DL) into 

seismology has facilitated the creation of applications such as 

early prediction of casualties, detection of precursor 

vibrations, and measurement of arrival times [10]–[13]. 

providing an alternative approach to tackle significant 

obstacles in earthquake engineering [14]. 

Various ML approaches, such as neural networks (NN) 

[15], [16], support vector machines (SVM) [17], random 

forests (RF) [16], [18], and convolutional neural networks 

(CNN) [19]. have been used in the study. Song et al. [17] 

recommended using SVM for earthquake early warning, 

while Lin et al. [15] put forth predictions using a two-layer 

back-propagation neural network (BPNN) for earthquakes in 

Taiwan. Murwantara et al. [20] performed a comparative 

examination of ML techniques, such as multinomial logistic 

regression, naïve Bayes (NB), and SVM, to forecast 

earthquakes in Indonesia. Although ML algorithms are 

competent in handling non-stationary earthquake data [16]. 

they have difficulties in accurately recognizing surface-level 

earthquake features and need complex feature engineering to 

get excellent prediction results [12], [21]. 

Deep learning algorithms, developed to tackle 

optimization difficulties in machine learning algorithms, 

include intricate structures with strong generalization 

abilities, significantly improving their learning capacity in 

comparison to shallow neural networks [22], [23]. Wang et 

al. [19] proposed the use of CNN to forecast cumulative 

absolute velocity in earthquakes. In their study, Zhang and 

Wang et al. [24] suggested the use of multi-modal 

approaches, which include integrating sequence-to-sequence 

CNN and Long Short-Term Memory (LSTM) models, to 

predict earthquakes. Their research shows this approach has 

great potential for accurately predicting seismic occurrences. 

Sadhukhan et al. [25] assessed several DL methods, such as 

LSTM, Bi-LSTM, and Transformer Model, for predicting 
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earthquake magnitude. The results showed that LSTM 

performed better than the other models. One study conducted 

by Berhich et al. [4] used an LSTM network with an attention 

mechanism to forecast significant earthquakes. This approach 

led to a notable increase in accuracy. Abebe et al. [26] 

proposed a DL transformer technique for predicting 

earthquake magnitude. Their study demonstrated the system's 

capability compared to LSTM and Bi-LSTM architectures. 

Yoma et al. [27] introduced a method based on LSTM for 

accurately determining the location of volcano-seismic 

events. Their approach outperformed existing methods, 

attaining more excellent rates of success. Shidik et al. [8] 

proposed using a blend of activation functions in conjunction 

with Bi-LSTM to enhance earthquake prediction. 

This research aims to identify the most effective 

technique for analyzing a unique dataset using the selected 

strategy. The criteria for achieving high performance must be 

clearly defined. Therefore, this study aims to determine the 

most practical combination of parameters and develop a 

novel procedure using an enhanced deep-learning framework 

to provide predictive seismic variables. Specifically, this 

study employs the Bi-LSTM (Bidirectional Long Short-Term 

Memory) architecture within a multiple input multiple output 

(MIMO) model and applies the Grey Wolf Optimization 

(GWO) approach for parameter selection to reduce prediction 

error rates[28], [29]. The GWO approach was chosen for its 

effectiveness in identifying the optimal combination of 

parameters, demonstrating its practical utility in diverse 

scenarios for determining optimum values for complex 

parameters. This capability makes GWO a compelling choice 

for this study, as it can facilitate the discovery of optimal 

parameter configurations for predictive models. Furthermore, 

GWO offers the advantage of rapid decision-making to 

achieve optimal outcomes[30]. An expedited optimization 

process can reduce the time required to find the best solution, 

thereby enhancing efficiency in meeting objectives. 

Consequently, the contributions of this research are twofold: 

first, the integration of GWO into the Bi-LSTM framework 

to optimize parameters, and second, the development of a 

novel workflow that significantly reduces the error rate in 

earthquake predictions. 

The following sections delineate the organization of this 

article. The second sections presents a comprehensive 

summary of prior research that is relevant to the current topic. 

The final part outlines the experimental technique and 

presents our suggested model. The fourth portion gives a 

comprehensive analysis of the findings and assessment of the 

conducted experiments, while the fifth section presents a 

concise overview of the conclusions. 

II. RELATED RESEARCH 

Earthquake prediction has been performed in recent 

years. Numerous research has attempted to use statistical 

methodologies, including FDL [31], HMM [32], and BLD 

[33]. Nevertheless, since earthquake data sets exhibit non-

stationary properties, this technique fails to provide 

satisfactory estimates. Murwantara et al. (2020) have 

suggested alternative research approaches that use machine-

learning techniques to address this issue. Their study 

compares several machine learning methods, including 

Multinomial Logistic Regression, Naïve Bayes (NB), and 

Support Vector Machines (SVM). The researchs objective is 

to calculate the precise coordinates, intensity, and depth of 

the earthquake by using the time and date of the occurrence, 

as well as the latitude, longitude, magnitude, and depth of the 

earthquake's epicenter. The prediction procedure begins with 

estimating the earthquake's location using latitude and 

longitude. Subsequently, the prediction outcomes are a 

reference point for forecasting the earthquake's magnitude 

and depth. The evaluation findings indicate that the SVM 

model surpasses other approaches in the overall assessment. 

Nevertheless, machine learning models often exhibit 

limited seismic pattern recognition capabilities and need 

intricate feature engineering for satisfactory prediction 

outcomes [21], [34]. Thus, DL approaches address the 

limited comprehension of shallow features in machine 

learning models. Abri and Artuner [35]  conducted a 

comparative analysis of LSTM, SVM, and Linear 

Discriminant Analysis (LDA) for earthquake prediction 

using ionospheric data. Based on the findings of this study, it 

is evident that LSTM successfully identified the earthquake 

that occurred on the previous day with an accuracy rate of 

0.82. Still, SVM only attained an accuracy rate of 0.6. The 

DL technique used in this work exhibits superior and more 

dependable performance compared to the studied machine 

learning approaches. In addition, a further study conducted 

by Bhandarkar et al. [36], directly compared LSTM with 

Feed Forward Neural Network (FFNN). The results showed 

that LSTM achieved superior performance than FFNN, with 

a R^2 score of 59%. Zhang and Wang  [24] have suggested 

an alternative study that employs a fusion of advanced DL 

methodologies, particularly CNN and LSTM. This study 

utilizes spatial and temporal data. Both sets of data are 

transformed into a dataset with four dimensions. The 

assessment findings indicate that the mean recall and 

accuracy values are 51.83% and 64.54%, respectively. 

Additionally, Kavianpour [21] included attention and 

zero-order hold (ZOH) processes in their previously 

presented study model, which initially used two-way-LSTM 

[21]. This study's objective is to forecast future earthquakes' 

peak intensity and frequency, using months with minimal 

margin of error. The findings of the study substantially 

enhance performance and generality compared to earlier 

methodologies. LSTM and Bi-LSTM are often used in 

forecasting, as previously stated. The distinction between the 

two approaches lies in using Bi-LSTM, which employs two 

LSTMs to process the input data. The first LSTM operates on 

the input sequence forward, while the second LSTM 

processes the input sequence backward [37]. Sadhukhan et al. 

[25] conducted a study to assess the performance of LSTM 

and Bi-LSTM architecture. They compared the outcomes of 

these models with the Transformer Model. This study 

forecasts the intensity of forthcoming earthquake occurrences 

by analyzing a dataset of climatic and seismic information 

gathered from three specific areas: Indonesia, the Himalayan 

region, and Japan. The study findings indicate that the LSTM 

architecture performs more than other models, particularly 

regarding the MAE, MSE, and log-cosh loss metrics.  

Other research using LSTM has also been conducted by 

Liao et al., [38] introduced the attention-based LSTM 
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(AttLSTM), specifically tailored for predicting bridge 

behavior during earthquakes. By focusing on relevant 

information, the AttLSTM significantly enhances prediction 

accuracy compared to traditional LSTM architecture, as 

validated with actual bridge data. Berhich et al. [4], which 

explores an attention-based LSTM network to predict the 

timing, magnitude, and location of large earthquakes. The 

results significantly improve prediction accuracy over 

traditional methods. Research was also conducted by Abebe 

et al. [26], who proposed a DL transformer algorithm to 

predict earthquake magnitudes and compared it with several 

LSTM and Bi-LSTM architectures. These results indicate 

that the transformer model could be a valuable tool for 

earthquake prediction. Meanwhile, Yoma et al. [27] proposed 

an LSTM-based method for localizing volcano-seismic 

events that is superior to traditional automatic phase picking 

methods and also shows an 18% higher success rate 

compared to the CNN approach. Regarding the research 

conducted by Shidik et al. [8], they proposed a fusion of 

activation functions for earthquake prediction employing Bi-

LSTM, resulting in significantly enhanced performance. The 

errors were notably reduced compared to those using the 

original ReLU activation function, with a decrease of up to 

4% in MAE and 3% in MSE.  

Several optimization techniques have been employed to 

enhance earthquake prediction performance. For instance, 

Asim et al. [6] combined seismic indicators with Genetic 

Programming (GP) and AdaBoost, resulting in a significant 

improvement in earthquake prediction accuracy. 

Additionally, Hason et al. [39] utilized Particle Swarm 

Optimization (PSO) for Peak Ground Acceleration (PGA), 

considering seismic parameters, yielding low error rates and 

high correlations. As for other optimization methods to 

monitor earthquake-affected areas or other events through 

various other methods [40]–[42]. 

However, the lack of these related research is use deep 

learning-based approaches, however most utilize varying 

parameters, often relying on default configurations. In this 

study, it is proposed to enhance performance by selecting 

parameters obtained from previously conducted earthquake 

prediction methods [8].This study presents an earthquake 

prediction process that utilizes Bi-LSTM and optimizes 

parameter selection using the Gray Wolf Optimization 

(GWO) approach. The optimal parameters will extract output 

variables from multiple input variables, including latitude, 

longitude, magnitude, and depth information [8]. The GWO 

approach was chosen for parameter selection due to its 

proven ability to improve the performance of the underlying 

method [29]. In this research, GWO is used and compared 

with PSO and weight-optimized PSO optimization methods 

to identify the most influential parameters in the Bi-LSTM 

architecture. 

III. PROPOSED RESEARCH 

This research establishes an updated workflow for 

earthquake prediction using deep learning (DL) techniques. 

The objective is to reduce the error in earthquake forecasting 

by analyzing data patterns and anomalies. The proposed 

approach involves optimizing parameters for dense layers, 

activation functions, and epochs. These specific parameters 

are selected based on a comprehensive review of relevant 

literature and preliminary experiments, which demonstrate 

their significant impact on minimizing prediction errors. Fig. 

1 represents the detailed procedure of the suggested 

workflow, which includes several phases and offers a clear 

visual representation to aid in understanding the process. 

 

Fig. 1. Illustration of proposed method 

The first phase of the proposed process involves gathering 

seismic data from publicly available sources. Once the 

dataset has been obtained, the pre-processing step is 

conducted, which includes normalizing the data and 

eliminating outliers to ensure data quality and consistency. 

Subsequently, the second phase begins by partitioning the 

processed data into a training set and a testing set, with the 

testing set providing a benchmark for the model used for 

training. The training method utilizes the Bi-LSTM 

architecture. The accuracy performance results are calculated 

to determine the optimal parameters by considering the 

combination of dense layers, activation functions, and the 

number of epochs. The best parameter combination is 

obtained using Grey Wolf Optimization (GWO), which 

dynamically adjusts these parameters to achieve the best 

fitness results and reduce forecasting errors. This choice of 

optimization technique is due to GWO proven effectiveness 

in handling complex optimization problems. Once the 

optimal model has been determined through parameter 

combination, the testing phase is conducted [28], [29]. The 

testing phase employs benchmarks for evaluating 

performance, with this research using MAE, MSE, and 

RMSE as metrics. These metrics were chosen because they 

are widely recognized and provide comprehensive insights 

into the model's accuracy and robustness in predicting 

earthquake occurrences.  
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A. Data Gathering 

The earthquake dataset utilized in this investigation was 

obtained from the Northern California Earthquake Data 

Center (NCEDC) [43]. This dataset has been used in previous 

research [8]. The dataset comprises records of seismic events 

that transpired from January 1, 1800, to January 1, 2008. 

18:030 rows and 13 columns in number, the dataset was 

compiled using a magnitude range of three to ten. The 

dataset's column comprises the following: date and time, the 

location of the epicenter, comprehensive details regarding the 

magnitude and type of magnitude, the number of affected 

stations, and the distance between the epicenter and the 

adjacent station. 

B. Data Pre-processing 

The pre-processing phase includes the elimination of 

outliers and normalization. In this investigation, the standard 

scaler normalization method was selected due to its ability to 

preserve the distribution consistency of the data. According 

to prior research, performance enhancement was observed 

with the implementation of the traditional scaler 

technique [44]. Equation (1) can be utilized to calculate the 

standard scaler, which normalizes the 𝑧𝑖 for each 𝑥𝑖 observed 

from a singular variable with a mean value (ϼ) and standard 

deviation (𝜎). Following the acquisition of the normalized 

data, the process of outlier eradication is executed. The 

utilization of the interquartile range (IQR) is intended to 

identify outlier data. Outliers are values that fall outside the 

interval bounded by the 25th to 75th percentiles plus 1.5 

times the interquartile range [45]. Additionally, the dataset is 

partitioned into training, validation, and testing sets with a 

defined ratio of 70%, 15%, and 15% respectively. This 

stratified partitioning ensures effective training, validation, 

and testing of the model. 

𝑧𝑖 =
𝑥𝑖 − 𝜇

𝜎
 (1) 

C. Grey Wolf Optimization (GWO) 

GWO was employed to identify the most beneficial 

attributes [28], [29], [46], [47]. The GWO methodology 

revolves around wolves emulating leadership roles and 

exhibiting intelligent hunting behaviors observed in nature, 

such as exploration, encirclement, and ambush tactics. 

Wolves within the GWO framework are categorized into 

distinct groups, each serving a specific role. The primary 

group, the alpha, assumes the highest authority and acts as the 

principal decision-maker. The beta group is an alpha advisor, 

while the delta group also contributes to the process. 

Optimization relies on the collaboration of alpha, beta, and 

delta wolves [30]. A fourth entity, Omega, is also designated 

to pursue other canines. In this context, GWO forms a pack 

during the initial population phase and actively adapts wolf 

positions to attain the most favorable outcomes. Subsequent 

measures were implemented to foster the development of new 

competencies [29], [47]: 

● Specify the population's start point (initpop) value, 

establish the maximum iterations in a single process 

(maxiter), and create random integers 𝑋𝑖 and 𝑌𝑖 to 

represent the wolf's initial location. The GWO technique 

prioritizes three fundamental values, alpha, beta, and 

delta, linked to the solutions 𝑋𝑎, 𝑋𝑏, and 𝑋𝑑, respectively. 

The wolves that are still present, mainly the omega, 

represent a potential resolution. 

● Assign the coefficient vectors as 𝐶, �⃗�, and 𝐴. 

● The precise position of each wolf (𝑋) is used as a 

benchmark for selecting the characteristics within their 

corresponding range of positions. 

● Determine the value of vector a, which exhibits a linear 

decline as described by Eq. (2), The 𝑚𝑎𝑥𝑖𝑡𝑒𝑟 is the 

maximum limit of iterations. 

�⃗� = 2 − 1 × (
2

𝑚𝑎𝑥𝑖𝑡𝑒𝑟
) (2) 

● Determine the value of 𝐴 and 𝐶 by using Eq. (3) and Eq. 

(4) where 𝑟1⃗⃗⃗ ⃗ and 𝑟2⃗⃗⃗⃗  represent random vectors within the 

range of [0,1]. 

𝐴 = 2𝑎 ⃗⃗⃗ ⃗  × 𝑟1⃗⃗⃗ ⃗ −  �⃗� (3) 

𝐶 ⃗⃗⃗⃗ = 2 𝑟2⃗⃗⃗⃗  (4) 

● Determine the wolf's motion using Eq. (5) and Eq.  (6) 

then adjust its position correctly. 

�⃗⃗⃗� = | 𝐶 ⃗⃗⃗⃗ × 𝑋𝑝
⃗⃗ ⃗⃗ ⃗(𝑡) −  �⃗�(𝑡)| (5) 

(�⃗�𝑡 + �⃗�) =  𝑋𝑝
⃗⃗ ⃗⃗ ⃗(𝑡) − 𝐴 ⃗⃗⃗⃗  �⃗⃗⃗� (6) 

where t denotes the current iteration, 𝐴 and 𝐶 represent 

coefficient vectors, 𝑋𝑝
⃗⃗ ⃗⃗ ⃗ stands for the prey position vector, 

and �⃗� denotes the wolf position vector. The movement 

and new positions of the alpha, beta, and delta wolves can 

be determined using Eq. (7) to (13), given Eq. (5) and (6). 

𝐷𝛼
⃗⃗⃗⃗⃗⃗ = (𝐶1

⃗⃗⃗⃗⃗  ×  𝑋𝛼
⃗⃗ ⃗⃗ ⃗) − 𝑋 ⃗⃗⃗⃗  (7) 

𝐷𝛽
⃗⃗ ⃗⃗ ⃗ = (𝐶2

⃗⃗⃗⃗⃗  ×  𝑋𝛽
⃗⃗ ⃗⃗ ⃗) − 𝑋 ⃗⃗⃗⃗  (8) 

𝐷𝛿
⃗⃗ ⃗⃗ ⃗ = (𝐶3

⃗⃗⃗⃗⃗  ×  𝑋𝛿
⃗⃗ ⃗⃗ ⃗) −  𝑋 ⃗⃗⃗⃗  (9) 

𝑋1
⃗⃗⃗⃗⃗ =  𝑋𝛼

⃗⃗ ⃗⃗ ⃗ − (𝐴1
⃗⃗⃗⃗⃗  ×  𝐷𝛼

⃗⃗⃗⃗⃗⃗ ) (10) 

𝑋2
⃗⃗⃗⃗⃗ =  𝑋𝛽

⃗⃗ ⃗⃗ ⃗ − ( 𝐴2
⃗⃗ ⃗⃗⃗  × 𝐷𝛽

⃗⃗ ⃗⃗ ⃗) (11) 

𝑋3
⃗⃗⃗⃗⃗ =  𝑋𝛿

⃗⃗ ⃗⃗ ⃗ − (𝐴3
⃗⃗ ⃗⃗⃗  × 𝐷𝛿

⃗⃗ ⃗⃗ ⃗) (12) 

𝑋(𝑡 + 1) =  
𝑋1 +  𝑋2 +  𝑋3

3
 (13) 

● Validate the new solutions result for the coefficient 

vectors 𝐶, �⃗�, and 𝐴, then apply penalties if required. 

● Determine the most recent fitness values. Due to the latest 

values exceeding the prior ones, the wolves positions are 

correspondingly modified. 

● Assess the stopping conditions in relation to the 

maximum iteration value as 𝑟. 

D. Bi-LSTM 

The Long Short-Term Memory (LSTM) is a modified 

version of the Recurrent Neural Network (RNN) [48]. The 

model exploits the capability of RNN to capture dynamic 

sequences via network cycles. However, gradients in RNN 
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frequently vanished and exploded. To address these issues, 

LSTM was developed with vanishing gradients in particular. 

The "gated" cell comprises multiple neural layers that include 

the chain structure of LSTM. Remarkably, an LSTM 

architecture is composed of three gates such as the forget 

gate, the input gate, and the output gate. 

The forget gate 𝑓𝑡  often utilizes the sigmoid function to 

decide which data should be eliminated from memory. The 

decision was made concerning the ℎ(𝑡−1) and 𝑥𝑡 quantities. 

The inference value of 0 or 1 is the output of this gate; a value 

of 0 indicates the removal of the information, and a value of 

1 indicates the preservation of all the learned information. 

Determining the value of 𝑓𝑡 as stated by Siami-Namini et al. 

[37] shown in Eq. (14). 

𝑓𝑡   =  𝜎(𝑊𝑓 .  𝑥𝑡   +  𝑈𝑓 .  ℎ(𝑡−1)  +  𝑏𝑓) (14) 

The determination of whether the new information will be 

appended to the LSTM memory is made by the input gate (𝑖𝑡). 

The two layers that comprise this gate are typically the 

sigmoid layer and the "tanh" layer. The sigmoid layer is 

responsible for identifying the values that require updating 

Eq. (15), whereas the tanh layer represents the candidate 

values that should be appended to the LSTM memory Eq. 

(16). The expression representing 𝑖𝑡 is shown below: 

𝑖𝑡 = 𝜎(𝑊𝑖 . 𝑥𝑡 + 𝑈𝑖 . ℎ(𝑡−1) + 𝑏𝑖) (15) 

�̃�𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 . 𝑥𝑡 + 𝑈𝑐 . ℎ(𝑡−1) + 𝑏𝑐) (16) 

�̃�𝑡 designates the vector of new candidate values that will 

be inserted into LSTM memory, while input gate  𝑖𝑡 signifies 

the value that requires updating. LSTM memory is updated 

through the fusion of both layers. The update procedure (𝐶𝑡) 

consists of the previous information value (𝐶(𝑡−1)) multiplied 

by the forget gate 𝑓𝑡 result in Eq. 2 and the update process 

(𝐶𝑡) plus the new candidate value (𝑖𝑡 . �̃�𝑡). Equation (17) 

represents the mathematical consequences of this process. 

𝐶𝑡 = 𝑓𝑡 . 𝐶(𝑡−1) + 𝑖𝑡 . �̃�𝑡 (17) 

The output gate (𝑜𝑡) inferred the output contribution of 

LSTM using a sigmoid layer. In order to produce a value 

between -1 and 1, the non-linear tanh function is subsequently 

executed. This result was then multiplied by the result of the 

sigmoid layer. The equation for this process is as follows by 

Eq. (18) and Eq. (19). 

𝑜𝑡 = 𝜎(𝑊𝑜 . 𝑥𝑡 + 𝑈𝑜. ℎ(𝑡−1) + 𝑏𝑜) (18) 

ℎ𝑡 = 𝑜𝑡 × 𝑡𝑎𝑛ℎ(𝑐𝑡) (19) 

𝐻𝑡  is the inference result of the non-linear tanh function, with 

a range of -1 to 1, while 𝑜𝑡 represents the value of the output 

gate. 

A singular LSTM typically only operates in the forward 

direction of information value. Consequently, the 

information was transmitted in a unidirectional manner. 

Concurrently, the Bidirectional LSTM architecture 

comprises two LSTM layers, with one layer responsible for 

forward processing of information and the other for backward 

execution. Because preceding and succeeding information 

can be utilized, this architecture is more efficient than 

singular LSTM and RNN [49]. 

The multi-input, multi-output principle is integrated into 

this study to generate multiple prediction outcomes within a 

single learning cycle. This principle represents an alteration 

to the machine learning architecture that enables the 

generation of various outputs from prediction models [50]. 

The present study introduced the novel workflow Bi-LSTM, 

incorporating a multi-input, multi-output principle into its 

output architectures. 

The Bi-LSTM architecture with a modification-based 

multi-input multi-output principle is illustrated in Fig. 2. Four 

nodes in the input layers (𝑥𝑖) represent each variable utilized 

in this investigation. The input block sends every possible 

combination of the input variable into the sequence learning 

block, consisting of Bi-LSTM layers featuring Tanh 

Activation. Furthermore, each of the four nodes in the output 

block represents a predicted variable 𝑦𝑖.  

 

Fig. 2. Architecture of the Bi-LSTM method 

E. Activation Function 

Activation functions are mathematical functions that 

determine the output values of each node or neuron within the 

layers of an artificial neural network. These functions play a 

central role in controlling the flow of information and 

gradients within the network. In this study, three activation 

functions are provided, namely  ReLU (Rectified Linear 

Activation) [14], [51], Tanh (Hyperbolic Tangent Activation) 

[14], [52], Sigmoid (Logistic Activation) [7], [14] whose 

equations are shown sequentially in (20) – (22). 

𝑓(𝑥) = max (0, 𝑥) (20) 

𝑓(𝑥) = tanh (𝑥) (21) 

𝑓(𝑥) = 1/(1 + (1 × e)−x)) (22) 

F. Evaluation 

The earthquake-predicting model will be evaluated using 

two loss functions, namely mean square error (MSE) and 

mean absolute error (MAE). Both evaluation parameters 

indicate the performance of the earthquake forecasting 
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model, explicitly describing the amount of inaccuracy in the 

model. A model's prediction performance improves as the 

error value of both loss functions decreases.  

The MSE, as defined by Eq. (23), calculates the average 

of the squared differences between the actual value (𝑦) and 

the projected value (�̂�) for all samples in a dataset with a total 

of 𝑛 samples [25]. The RMSE, as defined by Eq. (24), is the 

square root of the MSE. It offers a more intuitive 

understanding of the error since it is expressed in units that 

align with the target variable [53]. Meanwhile, the MAE is 

calculated using Eq. (25). It measures the average absolute 

difference between the predicted values (�̂�) and the actual 

values (𝑦), describing the mistake without taking into 

account its direction [37]. A decrease in the value of these 

three measures corresponds to an reduce the error rate of the 

model's earthquake predictions. 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦 − �̂�)2 (23) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦 − �̂�)2 (24) 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑦 − �̂�| (25) 

G. Experiment Design 

In the experimental design, the Bi-LSTM architecture  

undergoes optimization using three different approaches like 

Gray Wolf Optimization (GWO) [29], [54], Particle Swarm 

Optimization (PSO) [55], [56], and PSO with adaptive inertia 

weighting improvement (AIWPSO) [57]. The Bi-LSTM 

architecture  is employed to predict earthquakes based on the 

variables Latitude (degrees), Longitude (degrees), Depth 

(km), and Magnitude [8], [58]. 

A comparison is conducted among these methodologies 

to determine the most effective approach for optimizing the 

Bi-LSTM architecture. The experiments entail a series of 

trials wherein specific parameters are adjusted to identify the 

optimal configuration for the Bi-LSTM architecture. The 

optimization method carefully selects crucial parameters. The 

parameters for the Bi-LSTM architecture consist of the 

following. Dense ranges from 10 to 100, increasing by 10 at 

each step. Epochs are arranged in multiples of 5, starting from 

5 to 50. Finally, there are 3 types of activation functions used, 

namely Tanh, Sigmoid, and Relu. The Bi-LSTM architecture 

is trained using the Adam optimizer, where the learning rate, 

momentum, and epoch are its parameters [59], [60]. The 

parameters used in this experiment are default, with a 

learning rate of 0.0001 and momentum of 0.9, while the best 

epoch is the sought-after parameter value. Beside, each 

optimization algorithm is tested with varying parameters, 

including population size and the number of iterations in the 

optimization method. In addition, sensitivity analysis on key 

parameters such as the number of epochs, size of dense 

layers, and activation functions to evaluate the robustness of 

the model. 

The results obtained from these approaches are 

meticulously analyzed to determine the most effective way to 

optimize the Bi-LSTM architecture  for the given dataset. To 

attain optimal results, a comparative analysis of optimization 

methods is conducted, with training and validation accuracies 

meticulously recorded for thorough analysis. The 

experiments were performed on hardware that met specific 

requirements, including an Intel i7-8700 processor with 

32GB RAM and a 3060TI 12GB GPU operating on the 

Windows 11 platform. 

IV. EXPERIMENT AND RESULTS 

This section presents and analyzes the results of various 

optimization methods, including GWO, AIWPSO, and PSO, 

using tables to visualize optimal parameter configurations 

and performance outcomes. Evaluation metrics include loss, 

MAE, MSE, and RMSE. Detailed interpretation of these 

results follows in the discussion section to provide insights 

into their significance and implications for earthquake 

prediction accuracy. 

A. GWO 

The results from the GWO experiments are shown in 

Table I and Table II. GWO successfully identifies optimal 

parameters for the Bi-LSTM architecture, achieving the 

lowest loss value at configuration ID 2 with parameters: 20 

dense layers, 10 epochs, and tanh activation. This 

configuration resulted in a loss value of 0.364. MAE, MSE, 

and RMSE results varied with different configurations, with 

the best MAE observed at ID 9 and the best MSE and RMSE 

at ID 10. The ANOVA analysis (Table II) reveals significant 

differences between groups of evaluation metrics (p-value = 

2.46E-05) and between types of evaluation metrics (p-value 

= 4.59E-43), indicating that parameter changes significantly 

impact evaluation results. 

TABLE I.  THE BEST PARAMETER OF GWO  

Configur-

ation ID 

Number  

of GWO 

Evaluations 

Number  

of Dense 

Layers 

Number 

of  

Bi-LSTM 

Epoch 

Activation 

Function 

1 1 40 25 tanh 

2 2 20 10 tanh 

3 3 40 20 tanh 

4 4 10 35 sigmoid 

5 5 30 30 tanh 

6 6 20 25 tanh 

7 7 60 20 tanh 

8 8 20 15 relu 

9 9 50 35 tanh 

10 10 40 30 tanh 

TABLE II.  THE BEST VALUE OF GWO EVALUATION 

Configuration ID loss mae mse 

1 0.365 0.708 0.888 

2 0.364 0.712 0.889 

3 0.365 0.712 0.892 

4 0.375 0.733 0.900 

5 0.374 0.735 0.887 

6 0.368 0.710 0.899 

7 0.378 0.738 0.910 

8 0.387 0.749 0.922 

9 0.366 0.702 0.907 

10 0.365 0.713 0.881 

B. AIWPSO 

Table III and Table IV display the results from AIWPSO 

experiments, showing that AIWPSO also identifies optimal 
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parameters for the Bi-LSTM architecture. The best 

configuration is at configuration ID 4, with 10 dense layers, 

25 epochs, and sigmoid activation, achieving a loss value of 

0.377. Unlike GWO, the best results for all four evaluation 

metrics were consistent at this configuration. ANOVA 

analysis (Table IV) shows significant differences in response 

to parameter changes (p-value = 1.41E-09) and between types 

of evaluation metrics (p-value = 1.91E-32), confirming the 

impact of parameter changes on evaluation results. 

TABLE III.  THE BEST PARAMETER OF AIWPSO 

Configu-

ration ID 

Number  

of AIWPSO 

Evaluations 

Number  

of Dense 

Layers 

Number  

of Bi-

LSTM 

Epoch 

Activation 

Function 

1 1 10 15 sigmoid 

2 2 10 35 relu 

3 3 80 15 relu 

4 4 10 25 sigmoid 

5 5 30 15 relu 

6 6 50 15 sigmoid 

7 7 50 30 tanh 

8 8 70 40 tanh 

9 9 30 15 relu 

10 10 50 5 tanh 

TABLE IV.  THE BEST VALUE OF AIWPSO EVALUATION 

Configuration ID loss mae mse 

1 0.409 0.773 0.985 

2 0.395 0.757 0.958 

3 0.470 0.851 1.143 

4 0.377 0.722 0.921 

5 0.382 0.733 0.925 

6 0.396 0.755 0.953 

7 0.394 0.757 0.936 

8 0.392 0.754 0.943 

9 0.405 0.774 0.958 

10 0.423 0.799 1.015 

 

C. PSO 

Table V and Table VI  present the PSO experiment 

results. The optimal configuration was identified at 

configuration ID 2, with 20 dense layers, 15 epochs, and tanh 

activation, resulting in a loss value of 0.360. The best loss and 

MAE values were found at ID 9. ANOVA analysis (Table VI) 

indicates significant differences between optimization 

methods (p-value = 3.55E-10) and between types of 

evaluation metrics (p-value = 6.50E-35), suggesting the 

significant influence of parameter changes on evaluation 

metrics. 

TABLE V.  THE BEST PARAMETER OF PSO 

Configura-

tion ID 

Number  

of PSO 

Evaluations 

Number  

of Dense 

Layers 

Number 

of  

Bi-LSTM 

Epoch 

Activation 

Function 

1 1 40 15 sigmoid 

2 2 20 15 tanh 

3 3 10 20 relu 

4 4 30 10 relu 

5 5 40 30 tanh 

6 6 50 30 tanh 

7 7 40 15 relu 

8 8 10 35 tanh 

9 9 20 15 tanh 

10 10 40 20 tanh 

TABLE VI.  THE BEST VALUE OF PSO EVALUATION 

Configuration ID loss mae mse 

1 0.393 0.753 0.953 

2 0.360 0.701 0.890 

3 0.395 0.747 0.964 

4 0.415 0.784 0.990 

5 0.372 0.728 0.894 

6 0.392 0.745 0.948 

7 0.437 0.815 1.047 

8 0.368 0.726 0.890 

9 0.369 0.727 0.883 

10 0.402 0.769 0.945 

 

D. Comparison of GWO, PSO, and AIWPSO based on 

Performance Matric 

Comparison results of evaluation matrices using loss in 

Fig. 3 show that GWO often provides the best loss value 

results. Meanwhile, the results of ANOVA analysis between 

GWO, PSO, and AIWPSO based on loss performance 

metrics show slight variations in the average values between 

the configurations of each algorithm. Anova's results 

revealed significant differences between the optimization 

algorithms (p-value=8.97E-03). This shows that the choice of 

optimization algorithm significantly influences the 

performance metrics. However, no significant differences 

were observed between each parameter configuration (p-

value=0.540), indicating that variations in each configuration 

of each method did not significantly influence the results. 

Fig. 4 compares the MAE results among the three 

optimization methods: GWO, AIWPSO, and PSO, revealing 

that GWO achieved the best average MAE value of 0.721. 

ANOVA analysis indicates significant differences between 

the optimization algorithms (p-value=0.0114), emphasizing 

the considerable impact of the choice of optimization 

algorithm on MAE results. However, there is no significant 

difference observed between the parameter configurations of 

each optimization algorithm (p-value=0.617), suggesting that 

variations in these configurations do not significantly 

influence MAE outcomes. Similarly, Fig. 5 compares the 

MSE results of GWO, AIWPSO, and PSO, with GWO 

demonstrating the best performance with an average MSE of 

0.898. While ANOVA analysis shows significant differences 

between optimization algorithms (p-value=0.0097), there is 

no significant difference between parameter configurations 

(p-value=0.45), indicating that fine-tuning specific 

parameters within each method may not lead to substantial 

improvements in performance. Overall, these ANOVA 

results underscore the importance of selecting the right 

optimization approach, with GWO emerging as the most 

suitable option among the three methods considered in this 

study for achieving optimal performance outcomes. 

Variations in the number of dense layers, epochs, and 

types of activation functions significantly influence 

evaluation metrics such as loss, MAE, and MSE in the Bi-

LSTM model. Adjusting the number of dense layers can 

impact the trade-off between bias and variance, thus affecting 

existing error levels. Moreover, selecting an appropriate 

number of epochs enables the model to converge on patterns 

present in the data without overfitting or underfitting, as 

reflected in these evaluation metrics. The choice of activation 

function type is also critical as it can influence the 
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convergence speed during training and the model's ability to 

capture non-linear relationships in the data, thereby affecting 

resulting error levels. Understanding how these parameters 

influence evaluation metrics allows researchers to make more 

informed decisions when fine-tuning the Bi-LSTM model to 

reduce prediction errors. 

 

Fig. 3. Loss Comparison 

 

Fig. 4. MAE Comparison 

 

Fig. 5. MSE Comparison 

E. Comparison of Predictions and Targets 

Fig. 6 to Fig. 9 illustrate the comparison between 

predictions and target data for latitude, longitude, depth, and 

magnitude. GWO successfully achieved the best parameter 

configurations, resulting in predictions that closely matched 

the actual data, demonstrating the model's predictive 

accuracy. The best performance loss value obtained was 

0.364. These results indicate that the predictions still fall 

within the data range, affirming the model's ability to 

generate accurate predictions based on the data. 

F. Comparison Result with Other Researcher Based on 

Performance Matric 

In comparison with previous researchers, this study 

shows a significant improvement in performance (Fig. 10). 

Sadhukhan et al. [25] used the Bi-LSTM Model and obtained 

MAE (Mean Absolute Error) of 1.499. Meanwhile, Shidik et 

al. [8]. also utilizing the Bi-LSTM Model, achieved slightly 

better results with MAE of 1.441. In this study, the proposed 

method demonstrates superior performance, with MAE 

values of 0.702. This indicates that the proposed approach 

yields more accurate predictions in the same context. Such 

improvement suggests that the proposed method has better 

capabilities in modeling and predicting complex data. The 

significant difference in the outcomes could indeed be 

attributed to the utilization of varying parameters, thus 

potentially enabling the proposed approach to outperform. 

 

Fig. 6. Latitude Predicted 

 

Fig. 7. Latitude Predicted 

 

Fig. 8. Depth Predicted 

 

Fig. 9. Manitude Predicted 
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Fig. 10. Research Comparison   

G. Discussion 

The comparative analysis reveals that the Grey Wolf 

Optimization (GWO) algorithm consistently achieves 

superior results across all evaluated parameters, including 

loss, Mean Absolute Error (MAE), and Mean Squared Error 

(MSE). ANOVA analysis indicates substantial disparities 

among the optimization techniques, demonstrating that GWO 

generally outperforms Particle Swarm Optimization (PSO) 

and Adaptive Inertia Weight PSO (AIWPSO) in all 

assessment measures. The choice of optimization procedure 

significantly impacts the model's performance, as evidenced 

by the low p-values observed in the ANOVA study. 

However, there are no noteworthy disparities in parameter 

choices for each algorithm, suggesting that changes in 

algorithm parameters do not substantially affect the 

comparative results between optimization approaches. 

Nonetheless, the assessment findings may be influenced by 

conducting tests with various evaluation criteria and 

parameter configurations. 

In this experiment, GWO outperforms PSO and AIWPSO 

due to its higher convergence rate, more efficient trade-off 

between exploration and exploitation, smaller population 

size, and greater flexibility to environmental changes. This is 

evident from the fluctuations in parameters, as GWO aims to 

achieve an equilibrium between exploration by altering 

parameter values and exploitation by assessing potential 

solutions. The application of GWO to obtain the best 

parameters in the Bi-LSTM method was successful, yielding 

results that closely align with actual data. It can be concluded 

that using a Dense parameter of 20, an epoch of 10, and tanh 

activation provides accurate prediction results from the Bi-

LSTM method based on Latitude, Longitude, Depth, and 

Magnitude. 

V. CONCLUSION 

The Grey Wolf Optimization (GWO) algorithm 

effectively identified optimal parameters for the Bi-LSTM 

architecture in seismic data prediction by utilizing datasets 

from the Northern California Earthquake Data Center 

(NCEDC). GWO consistently outperformed AIWPSO and 

PSO across various evaluation metrics, including loss, Mean 

Absolute Error (MAE), and Mean Squared Error (MSE). This 

superiority is attributed to GWO's efficient balance between 

exploration and exploitation, smaller population size, and 

adaptability to environmental changes. Consequently, GWO 

enabled the Bi-LSTM method to achieve more accurate 

predictions based on Latitude, Longitude, Depth, and 

Magnitude. This research advances the understanding of 

parameter optimization in deep learning frameworks for 

seismic prediction and demonstrates the practical utility of 

GWO in achieving accurate predictive modeling outcomes. 

However, the study is limited by the specific dataset and 

parameter configurations used, suggesting that future 

research should explore different datasets and more extensive 

parameter tuning to validate and extend these findings. Future 

work could also investigate the integration of GWO with 

other advanced optimization techniques and apply it to 

different predictive modeling domains to enhance 

performance. Overall, this work contributes to the field by 

highlighting the significance of parameter optimization in 

predictive modeling and demonstrating the effectiveness of 

GWO in achieving accurate predictions. 
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