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Abstract—This study addresses the subsea search performance
of an autonomous underwater vehicle equipped with a search sen-
sor and an environment characterization sensor. The performance
of the search sensor is assumed to be dependent on characteristics
of the local environment, and thus sensor performance in some
locations can be different than in other locations. For the case
that the agent is able to occasionally characterize the environment,
and therefore estimate the performance of its search sensor, we
describe a method for selecting when and where to characterize the
environment and when and where to search in order to maximize
overall search effectiveness. Our work accounts for false positives,
false negatives and uncertainty in the performance of the search
sensor that varies geographically. We show that effort applied to
characterizing the environment, and therefore the performance of
the search sensor, can improve search performance. We derive
a utility function that is used to compute the best path and
when to switch between the tasks of search and environmental
characterization. The objective of the subsea search mission is
to maximize the probability of attaining a desired level of risk
reduction, and we terminate the search mission as soon as it
is found that the desired risk reduction cannot be attained. To
the best of our knowledge, this is the first study that addresses
the problem of attaining a desired level of risk and stopping the
mission when the desired risk is found to be unachievable. Through
numerical illustrations, we show realistic scenarios where the
findings of this study can be useful to improve search effectiveness
and attain the desired level of risk where the standard exhaustive
search techniques will fail to achieve.

Keywords—Search Theory, Path Planning, Subsea Search, At-
tained Bayes Risk

I. INTRODUCTION

This paper presents an approach to subsea search plan-
ning that is based on minimizing the expected value of a
decision-theoretic loss function. We address the case where
an autonomous underwater vehicle (AUV) searches for an
unknown number of stationary objects distributed in a bounded
search domain and the search mission is subject to a time
or distance constraint. The goal of the search mission is to
estimate the number of objects at a location. We assume the
local environmental conditions affect the performance of the
search sensor such that some locations in the search domain are
more informative than others. We consider the case where AUV
is equipped with a search sensor and a method of characterizing
the performance of the search sensor in the environment. This

case arises in search applications where there are two distinct
sensors within a system. While in a majority of these applica-
tions the sensors can operate simultaneously, there are specific
cases where only one sensor can be active due to the physical
limitations of the on-board sensors or the computational limita-
tions associated with signal processing. In the context of subsea
search (see: [1] for an application survey), marine systems have
employed both acoustic sidescan sensors (search sensor) and
acoustic sub-bottom profilers (environmental characterization
sensor). Simultaneous data collection is possible in this scenario
because the frequency bands of the sensors do not overlap (high
frequency and low to mid frequencies, respectively). In a prior
work [2]–[4], we offer path planning strategies for such cases.
However, in some scenarios, simultaneous data collection may
not be possible. For example, in order to detect buried objects,
some sensing approaches operate at low to mid frequency
bands [5]. Similarly, operating in low to mid frequencies has
shown increased imaging performance using synthetic aperture
sonar processing [6]. In both of these approaches the search
sensor would overlap with typical sub-bottom profiling sensors
resulting in decreased performance due to mutual interference.
To address this, measurements may be taken in serial in order to
avoid decreased sensor performance. We note that the approach
to compute the optimal paths for such cases is fundamentally
different than the approach reported in [2]–[4]. To this end, this
paper specifically considers the cases where a search agents is
equipped with a search sensor and an environment characteri-
zation sensor, but these sensors cannot operate simultaneously.
Our main contributions in this study are three-fold:

1) we derive a decision-theoretic cost function that minimizes
the Bayes risk of incorrectly estimating the number of
objects,

2) we present a mathematically rigorous method to determine
when to search and when to characterize the environment,

3) to the best of our knowledge, this is the first study that
addresses the problem of attaining a desired level of risk
and stopping the mission when the desired risk is found
to be unachievable.

The question of when to search a location or to characterize
the environment at a location can be important in practice
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whenever the environment affects the performance of the search
sensor and the total search effort is limited. Our approach to
search and environmental characterization informs applications
such as search and rescue and mine-hunting.

Search theory is concerned with finding an optimal allocation
of available search effort to locate a lost or hidden target, such
that a reward specified as a measure of search effectiveness is
maximized. A large number of studies in the literature address
various aspects of the search theory and its applications. Ex-
amples include [7]–[25]. While the effect of missed detections
(i.e., failing to detect an object that is present) on search
effectiveness is often addressed in the literature, the effect of
false alarms (i.e., detection of an object that is not present)
is mostly ignored. Exceptions include [9], [15], [26]–[29]. In
these studies, the environment is assumed to be homogeneous,
and thus, the effect of the environment on search effectiveness
is not accounted for in the devised search plan. However, it is
well known that the environment is an important factor in real-
world search problems [30]–[35]. We refer the reader to [36],
[37] for a comprehensive survey of the existing literature on
the search theory. We note that our cost function to assess the
value of searching a location accounts for false alarms (i.e.,
detection of an object that is not present), missed detections
(i.e., failing to detect an object that is present) and uncertainty
in the environment.

In this study, we assume switching between search and
characterization has no cost. We seek search strategies for
which the risk of estimating the incorrect number of objects is
below a desired value. We say that search mission is successful
if a desired probability of attaining the desired risk is achieved.
We terminate the mission when the time/distance limit is met,
or we find out that the mission goal cannot be accomplished.
When the search agent can either acquire environment data to
reduce the uncertainty in the environment or engage in search
to estimate the number of objects in the environment, but not
both activities simultaneously, the search problem poses an
exploration-exploitation trade-off. Exploration implies increas-
ing our knowledge about the environment, and exploitation
implies using the current knowledge of the environment to
more efficiently conduct the search mission. The exploration-
exploitation trade-off has been extensively addressed in the
search literature (see, for instance, [38]–[44] for a list of recent
studies). However, the approach proposed in these studies do
not apply to the specific search problem that we address here.

Contrary to the existing literature, in this work, we consider
that the search agent explores the search environment when it
performs environment characterization, and exploits its current
knowledge on the environment when it performs search. When
the search agent searches a location, it returns with an uncertain
reward drawn from a known distribution. On the other hand,
when the agent characterizes the environment at a location, the
expected payoff is zero, but it learns more about the distribution

that the reward of a search visit to that location is drawn
from. In the literature, the exploration-exploitation trade-off is
sometimes modeled through the well-known multi-armed bandit
problem where the decision-maker is faced with the decision of
either exploiting the current knowledge to improve the current
utilization or exploring the other alternatives to increase the
future utilization, (see for example [45]–[55]). However, we
note that the problem we describe in this paper is fundamentally
different and thus it cannot be modeled through a multi-armed
bandit problem.

The exploration-exploitation trade-off is also a well-studied
problem in other disciplines. In [56], the authors present a
framework in monetary problems to help the decision-maker
determine whether buying the information to reduce the uncer-
tainty in the outcome outweighs the cost of buying the infor-
mation. The behavioural study in [57] considers the case where
the decision-maker chooses between buying the information
that may decrease the expected loss and buying the information
that may increase the expected gain. However, meeting a certain
goal, such as attaining a desired level of risk, is not the objective
of these studies. In [58], the author presents a method to allocate
the funds in an investment portfolio where the objective is to
collect a certain amount of reward. However, the results are
applicable only for a small class of rewards; when the total
sums of the rewards are normally distributed or when each
reward obeys a Poisson distribution. Thus, new insights into
the exploration-exploitation trade-off, as those attaining a target
reward with a non-specific rewards distribution developed in our
work, have a broad impact in applications as diverse as finance
and health-care.

In some search missions, when searching the area further
will not improve the search results, it might be important to
terminate the mission to free up the search agent to perform
other tasks. There are a few studies in which the search mission
is stopped when there is adequate belief on the presence or
absence of a target (see, for example, [59] and [60]). However,
in these studies, the search continues until adequate information
is acquired. In this paper, we terminate the search mission when
we find out that adequate information on the number of objects
cannot be acquired. This strategy improves search efficiency in
cases where the goal of the search mission can be achieved
under only certain environmental conditions. In other words,
the search mission can be terminated early if the environment
is such that the search sensor cannot perform well enough to
meet the goals of the mission.

The remainder of this paper is organized as follows. In
Section II, we formulate the search problem and describe the
value of performing a search visit and an environment character-
ization visit to a location. In Section III, we discuss the problem
of determining when to search and when to characterize the
environment, and we derive the corresponding cost function.
Section IV provides the numerical results.
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II. PROBLEM FORMULATION

A. Preliminaries

We are given a bounded search grid G ⊂ R2 that consists
of K disjoint cells. We associate with each cell random
variables X and E that represent the number of targets and
the environmental conditions in the cell, respectively. Since
environmental conditions predict search sensor performance,
we presume that knowledge of environmental conditions is
equivalent to knowledge of search sensor performance. We
presume Xi is independent of Xj and Ei is independent of Ej

when i ̸= j. The searcher’s objective is to estimate X1, ... , XK .
We assume that the environment in each cell is from a finite set
of possible environments {w1, w2, ... , wm}. We presume that
the actual environmental condition in each cell is not known,
but that a probability distribution is known for each cell. The
environment probability distribution for the ith cell is expressed
P
(
Ei

)
= [p1(i), p2(i), ... , pm(i)] where pj(i) = P (Ei = wj)

is the probability that the environment is wj .
When the search vehicle visits a location, it activates either

the search sensor to detect the number of objects in the location,
or the environmental characterization sensor to observe the
environmental conditions at that location. When the search
sensor is activated, the vehicle acquires a noisy observation
z ∈ Z of the number of objects. We use Bayesian update
law to update our belief on the number of objects, P (X)
after acquiring the measurement z. We model the likelihood
of observing z objects when x is the true number of objects
and w is the true environment

P
(
z | x,w

)
=

min(x,z)∑
k=0

(
x

k

)
Dk(1−D)x−k(1− α)αz−k (1)

where 0 ≤ α < 1 denote the probability of one or more false
alarms and 0 < D ≤ 1 the probability of detection. Both α and
D are assumed to vary as functions of the environment type w.
We refer the reader to [61] for more details on the observation
model in (1).

After acquiring the measurement z, we apply Bayes’ rule to
update our belief on the number of objects.

P
(
x | z, w

)
∝ P

(
z | x,w

)
P
(
x | w

)
(2)

where P
(
z | x,w

)
is the observation model in (1). We assume

the number of objects in a cell is statistically independent of
the environmental conditions in that cell.

Similarly, when the environmental characterization sensor
is activated, the vehicle acquires a noisy observation Y = y
of the environmental conditions at that location. We again
apply Bayes’ rule to update our belief on the environmental
conditions.

P
(
w | y

)
∝ P

(
y | w

)
P
(
w
)

(3)

where P
(
y | w

)
is the likelihood of observing the environment

y ∈ Y given true environment w. We assume that the prob-
ability of observing a particular environment is known before
the mission starts and does not change. Insight on the sensor
model for environment characterization arises from research on
subsea bottom-type characterization, such as in [62].

We first show how to formally assess the value of searching
the number of objects at a location, and then we show to assess
the value of characterizing the environment at that location.

B. Value of Searching a Location

The overall goal of the search mission is to estimate the num-
ber of objects in each cell. In our decision-theoretic framework,
the value of a search measurement is associated with how likely
it is to contribute to a good estimate on the number of objects
with the acquired measurement.

After the vehicle searches a location, we compute an esti-
mate, denoted δ(z), of the number of objects x at that location,
based on the observation z. When δ(z) is greater than x,
we overestimate the number of objects, i.e. we declare more
than the actual number of objects are present. When δ(z)
is less than x, we underestimate the number of objects, i.e.
we fail to declare some of the objects that are present. Both
overestimation and underestimation may degrade the utility of
the search results. Within our decision-theoretic framework, we
define a linear loss function to penalize deviations from the
true number of objects. Given the measured data z, we define
the loss corresponding to the estimate δ(z) when x is the true
number of objects

L
(
x, δ(z)

)
= ci

∣∣x− δ(z)
∣∣ for i ∈ {1, 2} (4)

where c1 > 0 and c2 > 0 are relative costs of overestimating
(δ(z) > x) and underestimating (δ(z) < x) the number of
objects. For some applications, such as mine-hunting and search
and rescue, overestimating the number of objects is preferred to
underestimation. In mine-hunting missions, overestimating the
number of mines, due to false positives, may lead to wasted
follow-on effort in neutralizing mines that are not present or
avoiding future maneuvering in a location due to the threat
of mines, when there are actually no mines present. However,
underestimating the number of mines may have disastrous
consequences. Thus, we may assign the relative costs such that
c1 > c2.

The posterior expected loss of computing the estimate δ(z)
when the environment is w is

E
[
L
(
x, δ(z)

)
| w

]
=

∑
x

P
(
x | z, w

)
L
(
x, δ(z)

)
(5)

where the expectation is taken over the parameter space X with
respect to the posterior distribution P (x | z, w). The estimator
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δ⋆ is called Bayes estimator when it minimizes the expected
loss in (5).

δ⋆ = argmin
δ(z)

E
[
L
(
x, δ(z)

)
| w

]
(6)

Expected loss in (5) is called Bayes’ risk when δ(z) is the
Bayes estimator in (6).

For notational convenience and clarity of the presentation, we
define two types of risk associated with the value of searching
a location: the conditional current risk and the conditional
anticipated risk. Loosely speaking, the conditional current risk
is the risk of incorrectly estimating the number of objects
with the information at hand, and the conditional anticipated
risk is the the risk we expect to attain with the additional
information after searching the location, both conditioned on
the environment w. The conditional current risk for the ith cell
with the previously acquired measurement z is denoted

ρ(i | z, w) = E
[
L
(
x, δ⋆(z)

)
| w, z

]
(7)

and the conditional anticipated risk for visiting the ith cell k
times is denoted by

r(i, k | w) =
∑
zk

P
(
zk | w

)
E
[
L
(
x, δ⋆(zk)

)
| zk, w

]
(8)

where zk = {z1, z2, ... , zk}. Note that both the conditional
current risk in (7) and the conditional anticipated risk in (8)
are conditional on the environment w.

The value of acquiring a search measurement at a location is
the reduction in uncertainty associated with not knowing the
true number of objects at that location due to the acquired
measurement. Thus, we define the benefit of searching a lo-
cation for k times given the environment at the location as
the difference between the conditional current risk and the
conditional anticipated risk, and we call this the attained risk
reduction.

B
(
i, k | w

)
= ρ(i | w)− r(i, k | w) (9)

C. Value of Characterizing the Environment at a Location

Due to the stochasticity in the environment, we may not de-
terministically know the attained risk reduction after a mission.
We instead represent our belief on the attained risk reduction
through a probability distribution. This probability distribution
maps any possible attained risk reduction that follows from (9)
to a probability of it being the true value of the attained
risk reduction after a mission. We note that characterizing the
environmental conditions at a location does not change the
attained risk reduction, but it modifies the probability distri-
bution on it. That is, we expect to reduce the uncertainty in the
attained risk reduction due to environmental uncertainty rather
than to directly increase the attained risk reduction. Thus, the
value of acquiring an environment measurement at a location is

associated with reducing the environmental uncertainty since it
may allow us to better anticipate the attained risk reduction after
a mission. We may also choose to characterize the environment
when doing so will lead us to better determine when to
terminate the search mission. Note that when the environment
at a location is deterministically known, the value of performing
environmental characterization at that location is zero.

III. ACHIEVING A TARGET LEVEL OF RISK REDUCTION

In this section we address the question of when to search
and when to characterize the environment. We assume that the
sensing agent is equipped with an environment characterization
sensor and a search sensor, and that both sensors cannot operate
simultaneously. Therefore, when the sensing agent visits a
location, it activates either the search sensor to observe the
number of objects, or the characterization sensor to observe
the environmental conditions at the location. Such cases can
arise in subsea search applications where both classes of sensors
are sonar systems that cannot be operated simultaneously. A
modest modification of our results also informs search planning
for the case that search and environmental characterization are
conducted using entirely different assets that are not operated
simultaneously. In this case, the question is when to recover
one asset and deploy another in order to maximize overall risk
reduction. The objective of the search mission is to reduce the
risk of incorrectly estimating the number of objects below a
desired level of risk β̄. We note that this objective can also be
interpreted as attaining a desired risk reduction

β =
∑
i∈G

ρ(i)− β̄ (10)

which can be computed more efficiently. Thus, our goal is
to determine when to search and when to characterize the
environment in order to maximize the probability of attaining
the desired level of risk reduction. We assume that switching
between the search sensor and the environmental characteriza-
tion sensor has zero cost and can happen any time during the
mission. However, our approach is also applicable if there is a
cost associated with switching between the sensors or there is
a constraint on when it can happen.

A. Probability Distribution on Risk Reduction

When the attained risk reduction after a mission is greater
than the desired level of risk reduction, we consider that
the mission is successfully accomplished. Let y denote the
environment measurement acquired at a location and let β
represent the desired risk reduction. Because the attained risk
reduction in (9) is conditioned on the environment w, the
attained risk reduction is B

(
i, k | w

)
with probability P (w | y).

The probability of success is the probability of attaining the
desired risk reduction and is denoted by P . Given the attained
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risk reduction conditioned on each environment w1, w2, ... , wm,
we compute the probability of success by

P =
∑

j: B(i,k|wj)≥β

P (wj | y) (11)

We consider the N -length path γ = {q1, q2, ... , qN} and the
set γd of distinct cells in γ. Let As be the action space, and
let a ∈ As be an action the vehicle takes when it visits a
cell. Since the vehicle can activate either the search sensor
or the environment characterization sensor, the action space
is AS = {search, characterize}. We denote the sequence of
actions taken along the path γ by aγ . Let mi be the multiplicity
of search measurements acquired at qith cell. Then the attained
risk reduction when traversing γ is the sum of the attained risk
reduction for each cell in the path,

B
(
γ,aγ | eγ

)
=

∑
qi∈γd

B
(
qi,mqi | eqi

)
(12)

where eγ = {eq1 , ... , eqN }, and ei ∈ {w1, ... , wm} is the
assumed environment in the ith cell. The notation (γ,aγ)
indicates that the attained risk reduction is associated with the
path γ and the sequence of actions aγ taken over the path.

Let yqi be the environment measurements acquired at qith
cell, and yγ be the set of environment measurements acquired
along the path γ. Then, the risk reduction in (12) is attained
with probability

P
(
eγ | yγ

)
=

∏
qi∈γd

P
(
eqi | yqi

)
(13)

Since the true environment in each cell may not be known,
we compute (12) and (13) for each possible set of true
environments eγ . This yields the probability distribution on
attained risk reduction conditioned on the set of environment
observations yγ . Then the probability of success for traversing
γ, taking actions aγ and observing yγ is

Pγ,aγ =
∑

eγ : B(γ,aγ |eγ) ≥ β

P
(
eγ | yγ

)
(14)

B. Gain of Selecting a Sequence of Actions

The optimization problem we address yields a desired path
and a desired sequence of actions. That is, we seek to determine
when and where to search and when and where to characterize
the environment. Thus, we are interested in finding the best
available path and the best sequence of actions along this path
so that the probability of accomplishing the search mission is
maximized.

We denote the desired probability of success by B. It is the
minimum acceptable probability of attaining the desired risk
reduction. Thus, the mission is successful if the probability
of success P in (14) is greater than or equal to desired
probability of success B. Selecting a path and a set of actions

along the path yields a probability distribution on the attained
risk reduction conditioned on the environment measurements
yγ acquired along the path. Let ΠB denote the probability
distribution in (13) on the attained risk reduction in (12). We
consider that after ΠB is computed, a decision upon whether the
mission is successfully accomplished or not has to be made. Let
d : ΠB → AD be the decision rule that maps the distribution
on attained risk reduction to an action in the action space
AD = {a0, a1}. The action a0 ∈ AD represents the decision
that the mission will be successful, and the action a1 ∈ AD

represents the decision that the mission will not be successful.
Candidate actions are assessed by evaluating a gain function

that results from the utility of forming the decision d. Given
decision d when R is the true attained risk reduction, we define
the corresponding loss

U
(
R, d

)
=


l1 if d = a0 and R > β

−l2Nd if d = a1

−l3 if d = a0 and R ≤ β

(15)

where l1 > 0, l2 > 0, l3 > 0, and l2 << l1, l2 << l3.

We note that the utility function (15) does not yield a deci-
sion. Rather, it is used to evaluate the effect of selecting among
the actions search and environmental characterization. For the
decision d = a0, corresponds to the mission being successfully
accomplished, there is a positive utility if true attained risk
reduction is greater than the desired risk reduction, and there is
a negative utility (cost) if true attained risk reduction is less than
the desired risk reduction. The negative utility represents the
severe consequences of incorrectly estimating that the mission
is successfully accomplished. For the decision d = a1, corre-
sponds to a mission not being successful, the associated cost
is proportional to the traversed path length until the decision
is formed (Nd ≤ N). Incurring a cost in such cases promotes
early termination of the mission when the mission cannot be
accomplished under the present environmental conditions.

Given a path γ, let Aγ represent the set of possible sequence
of actions we can take along the path, and let B

(
γ,aγ | eγ

)
be the attained risk reduction conditioned on the set of envi-
ronments eγ . Then, for each sequence of actions aγ ∈ Aγ , the
gain of taking these actions is

G
(
aγ

)
= max

d

∑
yγ

∑
eγ

P
(
eγ ,yγ

)
U
(
B
(
γ,aγ | eγ

)
, d
)

(16)

Let Γ(t) denote the finite collection of N -length paths available
to the vehicle at time step t. Then, the optimal path and the
best sequence of actions are(

γ⋆(t),a⋆(t)
)
= arg max

γ∈Γ(t)

(
arg max

aγ∈Aγ

G
(
aγ

))
(17)

C. Reducing Computational Complexity of the Solution

Computing the optimal path and the optimal set of actions
in (17) is equivalent to determining when and where to search
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and when and where to characterize the environment. However,
the maximization of (17) is computationally prohibitive when
the search space is large, making the proposed approach infea-
sible in real-time applications. Thus, we briefly comment on
computational issues.

Branch and bound methods are commonly applied in op-
timization problems [63]–[72]. However, for the specific
problem considered in this paper, there are two drawbacks of
applying the branch-and-bound approach. First, computing a
meaningful upper bound on the probability of success for a
given node can be computationally very challenging. Second,
an additional visit to a cell modifies the probability distribution
on the attained risk reduction of that cell (to be specific, an
additional search visit modifies the range of the probability
distribution, and an additional characterization visit modifies the
shape of the probability distribution). Thus, in order to update
the probability distribution on the attained risk reduction of a
path when an additional visit is made to a cell in this path, it
is necessary to keep track of how the previous visits to that
cell affected the probability distribution up to that visit. Thus
there are significant memory requirements and corresponding
computational requirements.

Instead, we apply a simple trick to reduce the computational
effort. We quantize attained risk reduction of a path into N0

possible values and normalize attain risk reduction to 1. This
allows us to compactly represent the probability distribution
on the attained risk reduction, and we no longer need to store
the risk values but only the probability distribution on them.
With N0 risk reduction values, which is independent of the
path length N and the number of possible environments m,
we represent the probability distribution on the attained risk
reduction with only N0 values. This not only reduces the
required memory storage, but also significantly speeds up the
corresponding computations since the number of addition and
multiplication operations are drastically reduced. For example,
when a new cell is added to a path of length N , we perform
mN0 addition and mN0 multiplication operations instead of
mN+1 addition and mN+1 multiplication operations. Using this
method results in computing the probability of success on a
desired risk reduction of β − 1

N0
which is negligibly different

than β when N0 is large. Alternatively, one can modify the
desired risk reduction as β + 1

N0
to account for the effect of

quantization.
In addition, we pre-compute all probability distributions

or the attained risk reduction at each cell corresponding to
all possible environment measurements and number of search
visits. Then given the path, the actions along the path and the
environment measurements (if any), we compute the attained
risk reduction and the corresponding probability distribution on
it by using the pre-computed values for each cell along the path.

While these methods reduce the computational time from
several hours to several minutes, the proposed approach can

still be computationally infeasible for large-scale problems. In
on-going work not reported herein, we are pursuing ways to
efficiently reduce the search space by pruning the paths that
are guaranteed to be not the optimal.

IV. NUMERICAL RESULTS

In this section, we present simulation results that illustrate the
efficacy of the proposed strategy for attaining the desired risk
reduction. We consider that the search agent is equipped with a
search sensor and an environment characterization sensor, but
that these sensors cannot operate simultaneously. Simulations
are conducted over a 6-by-6 cell search area. For each cell, we
assume a stochastic description of the environment in that cell
is available to the vehicle.

When the vehicle visits a location, it either activates the
search sensor to observe the number of objects or the envi-
ronment characterization sensor to observe the environmental
conditions at that location. The performance of the search sen-
sor is dependent on the environmental conditions. The particular
sensor model that we use for the numerical illustrations is (1).
We assume there are three types of environment, {w1, w2, w3},
in the search area. For each environment, the probability of
detection D, and the probability of at least one false alarm α
are shown in Table I. Sensor performance increases with in-
creasing probability of detection and decreases with increasing
probability of false alarm.

TABLE I. ENVIRONMENT TYPES

Environment Probability of
Detection

Probability of
False Alarm

w1 0.65 0.4
w2 0.8 0.3
w3 0.95 0.05

Thus, environment w1 is the least and environment w3 is the
most informative. To illustrate the relationship between sensor
performance, the probability of false alarm, and the proba-
bility of detection, the attained risk reduction corresponding
to searching a location that possess one of each of the three
environment types is shown in Table II when the relative costs
of overestimating and underestimating the number of objects
are c1 = 3, c2 = 1. We also show the attained risk reduction
for searching that location a second time. Larger attained risk
reduction implies better sensor performance. When the vehicle
characterizes the environment at a location, it acquires an
environment measurement with respect to the characterization
sensor model and the true environment at the location. We
consider that the sensor model for environment characterization
is

aij = P
(
Y = wi | E = wj

)
for all i, j ∈ {1, 2, 3} (18)

where aii is the probability of observing the true environment
wi. For the numerical illustrations, we use the characterization
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sensor model with a11 = 0.9, a22 = 0.92, a33 = 0.94.
That is, for example, there is 0.9 probability of acquiring
environment measurement w1 when w1 is the true environment
at the location. The noisy environment observations are due
to nonzero probabilities of observing environment wi when
true environment is wj , denoted by aij for i ̸= j. We assume
the probability of acquiring incorrect environment measurement
is the same for all possible environments other than the true
environment. For example, when the true environment at a
location is w1, since a11 = 0.9, the probability of acquiring
environment measurement w2 and probability of acquiring
environment measurement w3 are a21 = a31 = 0.5.

Although types of possible environments are known, the
specific environment at any location is uncertain. Fig. 1 shows
the search area and the corresponding probability distribution
for each cell. The number in each cell is simply a label for each
cell. For each distribution Π = [p1, p2, p3], pj is the probability
that the environment in the cell is wj . For example, Fig. 1
indicates that there is a 0.95 probability that the environment
in cell 11 is w1, and a 0.05 probability that the environment is
w3. Note that the lighter cells are more likely to be belong
to environment w3, and the darker cells are more likely to
belong to environment w1. The greatest uncertainty about the
environment occurs in cells 3, 9 and 15.

Suppose the vehicle visits cell 3 twice. It can either observe
the number of objects in the cell twice or observe both the
number of objects and the environmental conditions in the
cell once. Based on the results in Table II, since the prior
environment distribution for cell 3 assigns equal probabilities
to environments w1 and w3, the attained risk reduction for
searching the cell twice is either 0.337 or 0.924 with equal
probabilities. Now, suppose the vehicle searches the cell once,
then characterizes the environment in the cell and observes
Y = w3. Then, the attained risk reduction is either 0.824 with a
probability of 0.95 or 0.196 with a probability of 0.05. Thus, the
benefit of searching the cell twice is the increase in the attained
risk reduction conditioned on the environment, and the benefit
of characterizing the environment in the cell is the reduction in
the uncertainty of the attained risk.

The objective is to find the best path and the best sequence
of actions to attain a desired level of risk reduction. When the
best path is computed, the vehicle visits the first cell of the
best path and executes the corresponding action. After acquiring
data, either on the number of objects or on the environmental
conditions, we update the corresponding distribution for that
cell and re-plan the best path and best sequence of actions
for the remaining mission length using the new information.
Suppose the vehicle searches the ith cell and acquires the
measurement z. Then, with a probability of P (Ei = w), the
achieved risk reduction in cell i is

ρ(i)− ρ(i | z, w) (19)

which yields a probability distribution on the achieved risk
reduction. When re-planning, the attained risk reduction of
a path in (12) and its probability distribution in (13) are
modified accordingly to account for the probability distribution
on achieved risk reduction in cell i. We will now show the
numerical results for simplistic scenarios.

We assume the vehicle starts the mission in cell 1. The
vehicle’s motion is constrained such that it can only move in
four directions - up, down, left or right - as long as it remains
in the search area. The mission is terminated either when the
maximum mission length is met or when the desired level of
risk reduction cannot be attained under present environment
conditions.

For numerical illustrations, we consider three different mis-
sion objectives to show how the objective of a mission, a desired
probability of attaining a desired risk reduction, affects the best
path and the best set of actions. For all illustrations, the mission
length is 20, the relative costs in (15) are l1 = l3 = 1, l2 = 0.01,
and the risk is quantized into N0 = 100 values.

We first consider β = 13 and B = 0.85. For a mission length
of 20, this implies that at least 0.85 probability of attaining, on
average, a 0.65 risk reduction per cell is required. Note that the
attained risk reduction for a single search visit is given as 0.824
in Table II even when the environment is the most informative
environment w3.

TABLE II. ATTAINED RISK WITH DETERMINISTIC ENVIRONMENTS

Environment Attained Risk for
Single Search Pass

Attained Risk for
Two Search Passes

w1 0.196 0.337
w2 0.356 0.559
w3 0.824 0.924

The best path and the best set of actions corresponding to
this case are shown in Fig. 2a. The blue solid line represents the
best path for the vehicle, the circles represent search actions,
and the asterisks represent the characterization actions. We
see that cells 3, 9 and 15 are first characterized and then
searched while the other cells in the path are searched once.
There is a large uncertainty in the environment for cells 3,
9 and 15. The attained risk reduction for these cells might
be either very small so that the desired risk reduction cannot
be attained with the desired probability, or it might be large
enough to meet the mission objective. Thus, accomplishing
the mission is conditioned on the environment observations
acquired from cells 3, 9 and 15. The mission objective can
be satisfied only if the environment w3 is observed in each
of these cells. If a different environment is observed in any of
these cells, the mission cannot be accomplished and the vehicle
terminates the mission. Note that the cells 3, 9 and 15 are
characterized as early as possible to promote early termination
of the mission if the mission cannot be accomplished under
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Cells Distributions

→ [0.00, 0.00, 1.00]

→ [0.10, 0.80, 0.10]

→ [0.50, 0.00, 0.50]

→ [0.80, 0.15, 0.05]

→ [0.95, 0.00, 0.05]

Fig. 1. Search area and cell-wise environment distributions

(a) (b) (c) (d)

Fig. 2. Best path and best sequence of actions when (a) β = 13 and B = 0.85, (b) β = 13 and B = 0.85 and z1 = z2 = 2 are observed, (c) β = 11 and B = 0.85, and (d)
β = 23 and B = 0.65

present environmental conditions. This is due to the cost l2Nd

in (15), which is proportional to the length of the traversed path
before terminating the mission.

Suppose the vehicle searches cell 1 and cell 2 and acquires
good search measurements that yield a greater risk reduction
than expected to be attained. For example, in our simulations,
when the deterministic environment is w3, acquiring search
measurement z = 2 yields an achieved risk reduction of
0.88 while the attained risk reduction prior to acquiring the
measurement is 0.824. After acquiring search measurements,
the vehicle computes the achieved risk reduction in (19) for both
cells. When re-planning a new path with the remaining mission
length, a smaller risk reduction is required to be attained since
a greater risk reduction than expected is achieved in cells 1
and 2. The corresponding path and the set of actions for this
specific case are shown in Fig. 2b. Note that the resulting path
is different than the path in Fig. 2a. Instead of characterizing
the environment in cell 15, the vehicle searches cell 10 so

that accomplishing the mission is now conditional on observing
environment w3 in only cells 3 and 9, but not in cell 15. It is
evident that observing environment w3 in cells 3 and 9 occurs
with greater probability compared to observing environment w3

in cells 3, 9 and 15.
In our second illustration, we consider a lower risk reduction

β = 11 that should be easier to achieve and the same desired
probability of success B = 0.85. By lowering the desired risk
reduction, we expect that the vehicle chooses search actions
more often compared to achieving a higher risk reduction. That
is, lowering the desired risk reduction increases the probability
of attaining it with fewer number of characterization actions
so that accomplishing the mission is conditioned on fewer
environment measurements. The corresponding path and set of
actions are shown in Fig. 2c. We see that the vehicle performs
only search actions. Environmental characterization actions are
not required since the probability of success can be met even
if some environments correspond to poor sensor performance.
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Hence, accomplishing the mission is not conditioned on specific
environment measurements.

We finally consider the case when β = 13 but the required
probability of success is lowered to B = 0.65. The effect of
lowering the desired probability of success is similar to the ef-
fect of lowering the desired risk reduction. However, these two
cases, lowering the desired probability of success and lowering
the desired risk reduction, can yield different paths and different
set of actions depending on the search area characteristics.
We again expect that the vehicle conducts fewer number of
environment characterizations compared to a higher value of
desired probability of success. Fig. 2d shows the resulting path
and the set of actions. Compared to Fig. 2a, the environment in
cell 15 is not characterized so that accomplishing the mission
is conditioned on acquiring environment measurement w3 only
in cells 3 and 9.

We note that the corresponding path and set of actions for the
first illustration result in a positive gain in (16) when the desired
risk reduction or the desired probability of success is lowered
as in the later illustrations. However, since the gain of taking a
path and a set of actions in (16) depends on the probability of
acquiring a particular set of environment measurements along
the path P (yγ), the path in Fig. 2a is suboptimal and therefore
not preferred.

V. CONCLUSIONS

In this paper, we derive a utility function for subsea search
missions that yields when and where to search and when and
where to characterize the environment so that the probability
of attaining a desired level of risk reduction is maximized. The
benefit of search is expressed through a linear error function.
We show that if environmental characterization of a location is
beneficial for follow-on search, then environmental characteri-
zation should be conducted as soon as possible during mission
so that in case the mission goals cannot be met under the present
environmental conditions, the sensing agent will be freed up
sooner. Our results highlight the importance of addressing the
adaptive assessment of the local environment in subsea search
missions in order to improve overall search effectiveness. Future
work will focus on improving the scalability of our approach
by efficiently reducing the search space and pruning suboptimal
paths.
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