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Abstract—Stocks with their inherent complexity and 

dynamic nature influenced by a multitude of external and 

internal factors, play a crucial role in investment analysis and 

trend prediction. As financial instruments representing 

ownership in a company, stocks not only reflect the company's 

performance but are also affected by external factors such as 

economic conditions, political climates, and social changes. In a 

rapidly changing environment, investors and analysts 

continuously develop models and algorithms to aid in making 

timely and effective investment decisions. This study applies a 

Sequential model to predict stock data using a LSTM neural 

network. The model consists of a single hidden LSTM layer with 

200 units. The LSTM layer, the core element of this model, 

enables it to capture temporal patterns and long-term 

relationships within the data. The training and testing data were 

divided into 80% for training and 20% for testing. The Adam 

optimizer was chosen to optimize the model's learning process, 

with a learning rate of 0.001. Dropout techniques were applied 

to reduce overfitting, with a dropout rate of 0.4, along with 

batch normalization and ReLU activation functions to enhance 

model performance. Additionally, callback mechanisms, 

including ReduceLROnPlateau and EarlyStopping, were used 

to optimize the training process and prevent overfitting. The 

model was evaluated using MAE and MSE metrics on training, 

testing, and future prediction data. The results indicate that the 

model achieved high accuracy, with an MAE of 0.0142 on the 

test data. However, future predictions showed higher MAE 

values, suggesting room for improvement in long-term 

forecasting. The model's ability to accurately predict future 

stock closing prices can assist investors in making informed 

investment decisions. 

Keywords—LSTM; Time Series; Deep Learning; Stock Price; 

Forecasting. 

I. INTRODUCTION 

Stocks are financial instruments representing partial 

ownership in a company [1], [2]. When an individual 

purchases a company's stock, they effectively buy a small 

portion of that company. In this context, shareholders have 

rights to a portion of the company's profits and the ability to 

participate in key company decisions through voting at 

shareholder meetings. Stocks are often traded on stock 

exchanges, where their prices fluctuate based on market 

supply and demand dynamics [3], [4]. As investment 

instruments, stocks offer the potential for profit through 

capital appreciation or dividend payments, but they also carry 

risks associated with market volatility and company 

performance [5], [6]. 

In the dynamic and complex world of finance, predicting 

stock prices is one of the primary challenges for investors, 

analysts, and market participants [7], [8], [9], [10]. 

Accurately anticipating stock price movements can provide a 

significant competitive advantage. However, the limitations 

of human ability to predict accurately and precisely cannot be 

denied, whether theoretically or based on experience. Manual 

prediction processes often require deep analysis of various 

factors, such as market conditions, company performance, 

economic trends, and other elements influencing stock prices 

[11], [12]. In practice, however, humans have limitations in 

efficiently managing and analyzing large and complex 

datasets, often leading to inaccurate predictions. 

Additionally, humans are susceptible to cognitive, emotional, 

and interpretive biases, which can impact the overall quality 

of their predictions. This can result in errors in risk 

assessment and investment opportunities, affecting the 

overall performance of an investment portfolio [13], [14]. 

Furthermore, the process of technical prediction often 

requires significant time and human effort, especially when 

dealing with complex data and large volumes [15]. This can 

hinder quick responses to rapid market changes, leading to 

missed valuable investment opportunities or suboptimal 

decisions. In a competitive and fast-moving market 

environment, the ability to respond swiftly and efficiently to 

market changes is crucial for achieving optimal results. The 

limitations of human prediction capabilities can result in 

significant consequences, including substantial financial 

losses, market instability, and reduced overall investment 

performance. Hence, there is a need to adopt more 

sophisticated and automated approaches in stock price 

prediction, such as using Deep Learning technology. One 

algorithm that can be utilized in forecasting activities is Long 

Short-Term Memory (LSTM) [16], [17], [18], [19]. 

LSTM enables stock price forecasting based on historical 

stock data, which is inherently time series data [20], [21], 

[22]. LSTM offers the ability to capture complex temporal 

patterns in time series data [23], even when there are long-
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term dependencies or complex non-linear structures [24]. By 

employing long-term memory units and gating mechanisms, 

LSTM can overcome challenges often faced by traditional 

approaches in predicting stock prices. 

The Deep Learning approach, particularly LSTM, has 

garnered significant attention in academic literature and the 

financial industry as a potential method for improving stock 

price prediction accuracy. Various studies have been 

conducted to test the effectiveness of LSTM in stock price 

prediction, with several showing promising results [25], [26], 

[27], [28], [29]. However, there is still room to enhance the 

use of LSTM in stock price prediction, particularly in 

leveraging multivariate data and addressing market volatility 

and uncertainty. This study aims to investigate the potential 

and performance of LSTM in this context, focusing on the 

integration of multivariate data and the evaluation of LSTM 

model performance in predicting stock prices. 

A review of the literature from previous studies highlights 

the importance of using LSTM in stock price prediction. 

Several studies have shown that LSTM can overcome the 

challenges faced by traditional approaches, such as long-term 

dependencies and non-linear structures in time series data. 

For instance, M K Ho et al. demonstrated that LSTM could 

not only predict future stock prices with minimal error but 

also accurately reflect the patterns and behaviors of closing 

prices on the Malaysian Stock Exchange during the testing 

period. Their LSTM model for predicting stock prices on the 

Malaysian Stock Exchange achieved an RMSE of 16.8410 on 

test data and an MAPE of 0.8184 [29]. In another study [30], 

the performance of LSTM on the DJIA dataset yielded an 

MSE of 0.0785, MAE of 0.2360, and RMSE of 0.2802.  

In 2019, Masud Rana et al. investigated the impact of 

activation functions and optimization on stock price 

prediction using LSTM. Their experimental results showed 

that LSTM models using linear activation functions with 

Adamax optimization and tanh activation functions with 

Adam optimization provided the best predictions, with 

RMSEs of 0.0151 each [31]. These favorable outcomes were 

supported by Mahla Nikou et al., who compared LSTM with 

several machine learning algorithms in predicting the closing 

prices of iShares MSCI United Kingdom from January 2015 

to June 2018. They found that the LSTM method 

outperformed others, with a Mean Absolute Error (MAE) of 

0.210350 [32]. In the same year, another study by Chun Yuan 

Lai et al. also utilized LSTM for stock price prediction, 

showing accurate evaluations. The study demonstrated that 

LSTM could provide excellent results, with a Mean Squared 

Error (MSE) of around 1.9% [33]. 

Additionally, in the context of static and dynamic LSTM 

models, Duc Huu Dat Nguyen et al. demonstrated that the 

dynamic LSTM model enhances LSTM performance, 

achieving an MAE of 0.0169 [26]. Another researcher, Jingyi 

Du et al., also studied stock price prediction using the 

American Apple’s stock data with LSTM. In this case, two 

approaches were used: Univariate Feature Input and 

Multivariate Feature Input. These approaches resulted in two 

different error values. The Univariate feature input achieved 

an MAE of 0.155, while the Multivariate feature input 

achieved an MAE of 0.033 [25]. 

This research contributes to the development of stock 

price prediction methodologies by integrating multivariate 

data into the LSTM model, aiming to build on the successes 

of previous studies. Furthermore, this research seeks to 

provide a better understanding of LSTM performance in 

predicting stock prices in complex and fluctuating markets. 

The findings are expected to offer valuable insights for 

investors and market participants, aiding them in making 

more informed and timely investment decisions. 

II. METHOD 

A. Research Stage 

Before delving into the detailed steps of the research 

process, the initial stage involves loading the dataset that will 

be the subject of analysis. This dataset will be used for both 

training and testing the model. The dataset comprises 4916 

rows and 7 columns, including trade date, opening price, 

highest price, lowest price, closing price, adjusted closing 

price, and trading volume. Once the dataset is loaded, the next 

step is data preprocessing. This step ensures that there are no 

null values that could affect the model's training and testing 

process. Missing values can be handled in various ways, such 

as filling in missing values with the column's mean or using 

techniques like interpolation. In this case, the issue is 

resolved using SimpleImputer from the scikit-learn library 

[19], [34], [35]. Additionally, feature scaling is necessary to 

ensure all features have similar value ranges. This scaling is 

crucial as it helps machine learning algorithms converge 

more effectively. In this case, scaling is performed using min-

max scaling. 

After data preprocessing is complete, the dataset is split 

into two parts: training data (80%) and testing data (20%). 

The training data is used to train the model, while the testing 

data is used to evaluate the trained model's performance. 

After splitting the data, the next step is designing the LSTM 

model. This model is built using a Sequential approach, 

where the layers in the model are arranged in a sequence. The 

model has several hyperparameters that need to be set, 

including the number of epochs (the number of times the 

model will see the entire dataset during training), batch size 

(the number of samples used in one iteration), learning rate 

for the Adam optimizer, and dropout rate (the percentage of 

neurons that will be randomly deactivated) to reduce 

overfitting. 

Moreover, the activation function used in the model is 

determined, with the ReLU (Rectified Linear Activation) 

function often chosen for its efficiency in training the model 

[36], [37], [38]. Once the model is designed, the next step is 

training it using the preprocessed training data. The training 

process can take time depending on the model's complexity 

and the dataset's size. After the model is trained, the next step 

is to test its performance using the testing data. The results of 

this testing will provide an indication of how well the model 

can predict data it has never seen before. Once the model is 

tested, the next step is to evaluate its performance. In this 

context, metrics such as MSE and MAE are used to measure 

the model's prediction accuracy. After the model is evaluated, 

it can be used to forecast future values based on new or 

unseen data. These forecasting results can be visualized by 

plotting appropriate graphs to better understand the model's 
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trends and performance. The overall research stages are 

illustrated in Fig. 1. 

B. Multivariate LSTM 

Multivariate LSTM is a method in artificial intelligence 

that extends the scope of LSTM to handle higher-dimensional 

data. LSTM is essentially an update to RNN, capable of 

addressing the vanishing gradient problem that often occurs 

during backpropagation [39], [40]. On the other hand, RNN 

is a type of artificial neural network designed to process 

sequential or time-series data. Like LSTM, RNN is also a part 

of neural networks [41]. In LSTM, there are gating 

mechanisms that control the memory recording process, as 

well as the use of non-linear activation functions such as 

Hyperbolic Tangent (Tanh) and Sigmoid [42]. Within LSTM, 

there are three types of gates that play a crucial role in 

information management: the forget gate, the input gate, and 

the output gate [43], [44], [45], [46], [47]. 

The forget gate plays an important role in determining 

which information needs to be updated or deleted from the 

LSTM cell memory [48]. This gate uses the sigmoid function 

to generate a vector the same size as the number of cells in 

the LSTM memory. This vector contains values between 0 

and 1, representing the importance of each memory element 

stored in the LSTM cell. A value of 0 indicates that the 

information should be forgotten, while a value of 1 indicates 

that the information should be retained. This process allows 

the LSTM to ignore irrelevant or outdated information from 

previous steps, thereby focusing attention on more important 

information. The formula used for this gate is shown in 

Equation (1) [28], [49], [50]. 

𝑓𝑡 = 𝜎(𝑊𝑓[ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑓) (1) 

At each time step t in the LSTM network, the information 

processing begins by computing the value of the forget gate 

(ft), which is the result of a sigmoid function processing the 

current input (xt) and the previous hidden state (ht-1). This 

process involves the weight matrix (Wf) connecting the forget 

gate to the input gate, as well as the connection bias (bt) to 

control the flow of information. The value of this forget gate 

determines how significant the information from the previous 

step will be either ignored or retained in the LSTM cell at the 

current step. 

On the other hand, the input gate is responsible for 

updating the LSTM cell state with new information from the 

current step [51], [52], [53]. This gate consists of two main 

parts: a sigmoid function that decides which parts of the input 

will be updated, and a tanh function that generates a vector 

containing values between -1 and 1, representing the new 

information to be added to the LSTM cell memory. The 

sigmoid function helps determine the importance of the new 

information, while the tanh function adjusts these values to 

fit the desired range. The combination of these two functions 

allows the LSTM to selectively update its cell memory with 

relevant information from the current input. The formulas 

used for the input gate are shown in Equations 2 and 3 [54]. 

𝑖𝑡 = 𝜎(𝑊𝑖[ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑖) (2) 

�̌�𝑡 = 𝑡𝑎ℎ𝑛(𝑊𝐶[ℎ𝑡−1, 𝑥𝑡] +  𝑏𝐶) (3) 

 

The input gate (it) is computed using the sigmoid function 

(𝝈), which processes the combination of the previous hidden 

state (ht-1) and the current input (xt), using the weight matrix 

(Wi) connecting the input gate to the output gate, along with 

the bias vector (bi) to control the flow of information. The 

value of this input gate determines how significant the new 

information from the current step will be added to the LSTM 

cell at that step. Furthermore, the value of �̌�𝒕, generated by 

the tanh function, is computed to update the cell state. This 

process involves the weight matrix (Wc) connecting the 

previous hidden state (ht-1) and the current input (xt) with the 

bias (bC). The value of �̌�𝒕 determines what new information 

will be stored in the cell state at time step t, and it is regulated 

by the tanh activation function to ensure its value falls within 

the range between -1 and 1. 

Additionally, there is an output gate responsible for 

generating the output of the LSTM at the current step. At this 

stage, the sigmoid function is used to control how important 

the information is in the context of the hidden state. By 

producing output between 0 and 1, the sigmoid function helps 

determine how much new information should be included in 

the hidden state for the next time step. Meanwhile, the tanh 

function is used to normalize and regulate the value of the 

new cell state. This helps generate divergent information, 

allowing the network to update and add new information to 

the cell state with a wide range of values between -1 and 1. 

On the other hand, the cell state representing the long-term 

memory of the LSTM cell is updated by considering the 

output from the forget gate and the input gate [55], [56], [57], 

[58]. The cell state is computed using Equation 4. The output 

gate is then used to determine the value of the next hidden 

state, which contains information from the previous input. 

The formulas used in the output gate are shown in Equations 

(5) and (6). 

𝐶𝑡 = 𝑓𝑡 ∗  𝐶𝑡−1 + 𝑖𝑡 ∗ �̌�𝑡 (4) 

Here, Ct represents the cell state information at time step 

t, ft is the forget gate at time step t, it is the input gate at time 

step t, Ct-1 denotes the cell state at the previous time step, and 

�̌�𝑡 is the value generated by the tanh function at time step t. 

This process involves element-wise multiplication between 

the value of the forget gate and the cell state at the previous 

time step, and the value of the input gate with the value 

generated by the tanh function. Thus, the cell state 

information at time step t is determined based on whether 

information from the previous step is forgotten or retained, 

and the new information added from the current step through 

the tanh function. 

𝑜𝑡 = 𝜎 (𝑊𝑜  [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑜) (5) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡) (6) 

Meanwhile, the value of the LSTM's output gate (ot) is 

computed using the sigmoid function. This process involves 

the weight matrix (Wo) of the output gate, which connects the 

previous hidden state (ht-1) and the current input (xt), along 

with the bias vector (bo). The output gate determines how 

significant the information from the LSTM cell will be 

conveyed outward as output at that time step. Furthermore, 

the hidden state (ht) at time step t is generated by multiplying 

the value of the ot with the hyperbolic tangent (tanh) function 
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of the cell state (𝑪𝒕). This process ensures that the information 

conveyed as output by the LSTM network at each time step 

aligns with the relevance and weighting provided by the 

output gate. The illustration of the LSTM architecture is 

shown in Fig. 2. 

C. Evaluation Method 

In the realm of predictive modeling, it is crucial to have 

the right tools to evaluate model performance. MAE [59] and 

MSE are two commonly used evaluation metrics in predictive 

modeling, including in the context of LSTM networks. These 

metrics play a vital role in assessing the performance of 

predictive models by measuring the difference between 

predicted values and actual values. 

MAE represents the average of the absolute differences 

between predicted and actual values, providing an indication 

of how close the model's predictions are to the actual 

observations [60], [61], [62]. Its mathematical expression is 

given in Equation (7) [63], [64]. Meanwhile, MSE measures 

the average of the squared differences between predicted and 

actual values, offering an understanding of the overall 

magnitude of prediction errors. Its mathematical formulation 

is shown in Equation (8) [65]. 

𝑀𝐴𝐸 =  
1

𝑛
∑ |𝑦𝑖 − �̂�𝑖|

𝑛

𝑖=1

 (7) 

𝑀𝑆𝐸 =  
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)

2

𝑛

𝑖=1

 (8) 

 

 

 Fig. 1. Research Stage
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 Fig. 2. Illustration of LSTM Architecture 

Here, 𝑦𝑖  represents the actual value, �̂�𝑖 represents the 

predicted value, and n indicates the total number of samples. 

In the context of LSTM networks, MAE and MSE serve as 

loss functions to measure the model's ability to recognize 

patterns in sequential data and make accurate predictions. 

MAE is more sensitive to outliers because it uses absolute 

differences [66], [67], while MSE [68] is more sensitive to 

large errors because it uses squared differences. 

D. Dataset 

The dataset used is the stock data of Bank Central Asia 

(BCA). BCA is one of the leading banks in Indonesia offering 

various financial services including retail banking and 

corporate banking [69], [70], [71], [72]. Established in 1957, 

BCA has grown to become one of the largest private banks in 

the country, known for its extensive branch network, 

innovative products, and strong customer base [73], [74], 

[75]. With a focus on digital banking and customer 

convenience, BCA continues to adapt to changes in the 

financial industry landscape, maintaining its position as a 

market leader. 

The dataset used for this analysis pertains to the 

performance of BCA stock (BBCA.JK) and was obtained 

from Yahoo Finance (link: 

https://finance.yahoo.com/quote/BBCA.JK/history). This 

historical stock data covers the period from June 8, 2004, to 

April 19, 2024, and was downloaded on April 20, 2024. It is 

important to note that the data is only available on business 

days, excluding holidays and weekends. This dataset consists 

of 4916 rows and 7 columns, where each row represents a 

specific date and each column represents a different attribute 

related to stock performance. The attributes included in this 

dataset are shown in Table I. 

TABLE I.  ATTRIBUTES IN THE USED DATASET 

Attribute Description 

Date Trading day date 

Open Opening stock price 

High Highest stock price during the trading day 

Low Lowest stock price during the trading day 

Close Closing stock price 

Adj. 
Close 

Adjusted closing price (adjusted for dividends and 
stock splits) 

Volume Volume of stocks traded during the trading day 

The attributes in Table I provide information about BCA's 

daily trading activity and stock performance. The opening 

price, highest price, lowest price, and closing price offer 

insights into price movements during the trading day, while 

the adjusted closing price accounts for corporate actions that 

may affect the stock price. Additionally, the volume of stocks 

traded indicates the level of market activity and investor 

interest in the stock. The data graphs for each attribute are 

shown in Fig. 3. 

Fig. 3 shows that the data for the Open, Low, High, Close, 

and Adj. Close attributes tend to increase each day, despite 

experiencing many fluctuations. This trend indicates overall 

growth in the value of BCA shares, even though there is 

significant short-term volatility. When looking at the entire 

data set for each attribute, the fluctuations appear almost 

uniform, suggesting that despite daily ups and downs, the 

general pattern tends to be consistent over a certain period. 

On the other hand, the volume attribute data shows a 

different pattern. The trading volume of these shares tends to 

vary each year. This may be due to various external factors 

that influence trading interest and activity over certain time 

periods. The highest trading volumes were observed between 

2004 and 2008, which might reflect a period of very high 

market activity or significant economic events that affected 

trading volume. For a more detailed analysis of the data 

distribution, refer to the histogram in Fig. 4. 

Fig. 4 is a histogram that provides an overview of the data 

distribution for each attribute of BCA shares. In the 

histograms for the Open, Low, High, Close, and Adj. Close 

data, it is evident that the majority of the data is concentrated 

in the first interval, which has a relatively low price range. 

For example, the first interval in the Open data histogram, 

with a range of 175.0 - 1197.5, contains the largest number 

of data points, totaling 1558. A similar pattern is observed in 

the High data histogram, where the first interval includes 

1531 data points, decreasing in the second and third intervals, 

and having only 75 data points in the last interval. The 

number of data points gradually decreases in each subsequent 

interval, indicating that most of the Open, Low, High, Close, 

and Adj. Close prices tend to be in the lower price range. 
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 Fig. 3. BCA stock dataset for the period from June 8, 2004, to April 18, 2024, based on Yahoo Finance 

For the volume attribute, the histogram shows a highly 

concentrated distribution in the first interval, with a range of 

0.0 - 194996000.0, containing the largest number of data 

points, which is 4389. The number of data points drops 

significantly in the second interval with 372 data points and 

continues to decrease in each subsequent interval. This 

indicates that most of the trading volume is within the low 

range, with very high trading volumes being rare. This 

distribution suggests that intense trading activity occurs only 

in a limited number of instances, while most trading happens 

at lower volumes. The data characteristics are further 

illustrated in Fig. 5. 

 The Open, High, Low, Close, and Adj Close attribute data 

in Fig. 5 show a wide range of values with relatively high 

average values, around the 3000s. All these stock price 

attributes have very low minimum values, approximately 175 

to 177.5, and very high maximum values, exceeding 10000. 

This indicates the presence of significant outliers in the 

dataset. The interquartile range is relatively wide, with the 

first quartile ranging from 544 to 730 and the third quartile 

between 4888 and 5505. Similarly, the Volume attribute also 

shows significant outliers, with daily transaction volumes 

varying extremely from 0 to nearly 2 billion. The high 

average volume, around 107 million, and the large standard 

deviation, approximately 130 million, indicate that some 

trading days have much higher volumes than others. The 

presence of these outliers broadens the data distribution and 

can affect the analysis and interpretation of overall stock 

prices. 
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 Fig. 4. Histogram of each attribute in the dataset 

III. RESULT AND DISCUSSION 

In this analysis, a Sequential model was implemented to 

predict data using an artificial neural network with the LSTM 

method. The built model consists of a single hidden LSTM 

layer with 200 units. The LSTM layer is the core element of 

this model, enabling it to capture temporal patterns and long-

term relationships in the data. With 200 units, the model has 

substantial capacity to handle data complexity, allowing for 

the formation of more abstract and rich representations of the 

available information. 

The training and testing data were split with an 80% to 

20% ratio, respectively. The model was trained for 200 

epochs, which represents the number of iterations or learning 

cycles through the entire training dataset. Using a sufficient 

number of epochs aims to give the model the opportunity to 

learn more complex and general patterns in the data. 

Additionally, the Adam optimizer was chosen to optimize the 

model's learning process. With a learning rate of 0.001, it 

adjusts the step size taken by the optimizer in seeking the 

minimum of the loss function. 

To reduce the risk of overfitting, dropout techniques were 

applied to the LSTM layer. Dropout is a regularization 

method that randomly disables a portion of the units in a layer 

during training, helping to prevent the model from becoming 

overly reliant on certain subsets of features or patterns in the 

training data. In the model, the dropout rate was set to 0.4, 

meaning 40% of the units in the LSTM layer will be 

randomly disabled during the training process. 
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 Fig. 5. Characteristics of each attribute in the dataset

Additionally, overfitting was also avoided by applying 

batch normalization and the ReLU activation function to the 

LSTM layer. Overfitting is a phenomenon where a machine 

learning model "memorizes" the training data too well, 

resulting in poor generalization to new or unseen data. In this 

context, "memorizing" means that the model has become too 

tailored to the training data, including noise or random errors, 

making the model overly specific and less applicable to new 

data. Batch normalization helps accelerate convergence and 

prevent drastic changes in the distribution of input values 

between layers. The ReLU activation function introduces 

non-linearity into the model, enabling it to learn more 

complex representations from the input data. Additionally, 

model evaluation was conducted by monitoring the loss and 

validation loss metrics, which measure how well the model 

maps inputs to expected outputs. 

Details of the model parameters and their values are 

shown in Table II. 

TABLE II.  PARAMETERS OF THE MODEL WITH THE VALUES 

Parameter Value 

Model Sequential 

Hidden layer 1 LSTM with 200 units 

Epoch 200 

Number of feature 6 

Optimizer Adam 

Learning rate 0.001 

Dropout 0.4 

Batch size 8 

Activation ReLu 

Metriks Loss, val_loss 

Output layer 1 

 

In addition to the parameters in Table II, a series of 

callbacks were implemented in this model to optimize the 

training process and avoid overfitting. The callbacks used are 

ReduceLROnPlateau and EarlyStopping. ReduceLROn-

Plateau automatically reduces the learning rate if there is no 

improvement in the monitored metric (in this case, validation 

loss) after a certain number of epochs (in this case, one 

epoch). This helps ensure that the model can better find the 

optimal convergence point and reduces the likelihood of 

getting stuck in a local minimum. On the other hand, the 

EarlyStopping callback is used to stop the training process if 

there is no improvement in the monitored metric (validation 

loss) after a certain number of epochs (in this case, ten 

epochs). In other words, if the model's performance does not 

improve for ten consecutive epochs, the training will 

automatically stop. This helps prevent the training from 

continuing too long without significant performance 

improvements. 

For validation data, the validation data parameter is used 

to explicitly provide separate validation data from the 

training data. This data is prepared and not used during the 

model training process. In this case, the validation data 

provided are X_test and y_test, which are separate from the 

training data and are used to test the model's performance 

after the training process is complete. The use of separate 

validation data ensures that the model's performance 

evaluation is conducted objectively and is not influenced by 

the data used during training. The training results, including 

the designed data and model, show train loss and validation 

loss as depicted in Fig. 6.  

Fig. 6 provides information that model training only 

lasted until the 19th epoch out of the initially set 200 epochs. 

This was due to the occurrence of overfitting in the model. In 

the graph, it can be seen that the train loss, which represents 

the error rate on the training data, tends to stabilize and even 

decrease as the epochs progress. However, in the validation 

loss, which depicts the error rate on the validation data not 

used in training, there are fluctuations in the initial epochs, 

particularly from epoch 2 to 3, where the value increases from 

0.0007 to 0.00088. Similar fluctuations are observed from 

epoch 6 to 7, where the value increases from 0.00051 to 

0.00052. 
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 Fig. 6. Train Loss and Validation Loss during model training 

These fluctuations in the validation loss indicate the 

presence of overfitting, where the model fails to generalize 

well on the validation data. Consequently, even though the 

train loss continues to decrease, the validation loss fluctuates 

or even rises, leading to the cessation of model training at the 

19th epoch due to overfitting. The selection of the 19th epoch 

as the training endpoint by the EarlyStopping callback was 

based on the model's performance evaluation using the 

validation loss. Although there was potential to further reduce 

the train loss, the training was stopped to prevent overfitting 

that could affect the model's performance on new data. 

The model used six features (Open, High, Low, Close, 

Adj. Close, and Volume). These features served as input to 

produce the corresponding output. However, it is necessary 

to assess the extent of each feature's contribution within the 

trained model. This step evaluates the relative contribution of 

each feature in the LSTM model. The weights from the 

LSTM layer were accessed using the get_weights() method 

on the first LSTM layer in the model. These weights represent 

the relationship between the input (features) and the output 

(predictions) in the model. After obtaining the weights, the 

contribution of each feature was calculated by averaging the 

values of each row of weights. The contribution level of each 

feature is shown in Fig. 7. 

 

 Fig. 7. Feature contribution in trained LSTM model based on the average 

get_weight 

Fig. 7 shows that each feature contributes differently. In 

this context, the Adj. Close feature provides the largest 

contribution compared to the other 5 features. Following that, 

the Close feature has a contribution value of -0.0134. On the 

other hand, Volume is the feature with the lowest contribution 

value, which is at -0.0194. The contributions of these features 

will impact the desired forecasting results. 

In this case, an LSTM model is used to predict the closing 

price of stocks. Selecting the closing price of stocks as the 

prediction target has a strong basis in financial market 

analysis. The closing price reflects the last price of a stock at 

the end of the trading period, and therefore, is considered a 

crucial parameter in evaluating stock performance and 

making investment decisions. Investors and analysts often 

use the closing price as a basis for evaluating their portfolio 

performance, predicting market trends, and developing 

investment strategies. By predicting the closing price, 

investors and analysts can make more timely and effective 

investment decisions. Accurate predictions of closing prices 

can provide signals for when to buy or sell stocks. This helps 

investors maximize profit potential and reduce the risk of 

losses in their stock trading. Additionally, the closing price is 

also used as a basis for calculating technical indicators and 

chart analysis that are important in financial market analysis. 

Indicators such as moving averages, relative strength index 

(RSI), and Bollinger Bands are often calculated based on 

closing prices. 

The results of predicting stock closing prices generated by 

the model include three main aspects: predictions on training 

data, predictions on testing data, and future forecasting. 

Predictions on training data are used to evaluate the model's 

performance during the training process, while predictions on 

testing data are important to evaluate the model's ability to 

generalize patterns from unseen data. On the other hand, 

future forecasting is conducted to estimate stock closing 

prices for future periods not included in the training or testing 

data. Future forecasting can provide insights for investors and 

analysts to plan long-term investment strategies and 

anticipate upcoming market changes. 

In this case, future forecasting attempts to predict the 

closing stock prices for the next 15 days after the last date in 

the testing data. In this instance, the testing data ends on April 

19, 2024, so future forecasting begins from April 20, 2024, to 

May 4, 2024 (15 days). Predictions on training data, testing 

data, and future forecasting are shown in Fig. 8. However, the 

future forecasting results in Fig. 8 are not very clear, so in 

Fig. 9, a smaller dataset is plotted, specifically for the year 

2024 only. 

Fig. 9 presents information about the model's ability to 

predict future stock prices by comparing the prediction 

results with actual data. In this visualization, besides the 

training and testing data, the future forecasting results are also 

directly compared with the actual data for the same period. 

By juxtaposing the prediction data and the actual data, 

differences between them can be observed more clearly. 

These plots illustrate how the model's predictions tend to 

follow the fluctuations in the actual data. This indicates that 

the model can capture the general trends and movements of 

actual closing stock prices, although there are some 

differences that occur. Fluctuations in actual data are often 

caused by dynamic market factors that cannot always be 

predicted with perfect accuracy. 
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 Fig. 8. Comparison of predicted closing stock prices on training data, testing data, and future forecasting against actual data 

 

 Fig. 9. Comparison of predicted closing stock prices on training data, testing data, and future forecasting against actual data (year 2024) 

Fluctuations in prediction data tend to be smoother 

compared to actual data. This suggests that although the 

model can follow the main trends, its predictions do not fully 

capture the volatility present in the actual data. The 

smoothing effect on prediction data can be interpreted as an 

effect of model regularization or the use of parameters such 

as dropout that reduce overfitting, resulting in more stable 

predictions but less sensitivity to drastic changes in actual 

data. 

To assess the performance of the model's predictions on 

training data, testing data, and future forecasting, evaluation 

metrices are needed to measure the accuracy and reliability 

of the model. In this study, MAE and MSE are used as the 

primary evaluation metrices [76]. Both of these metrics are 

chosen because they provide a comprehensive view of 

prediction errors, each from a different perspective. 

MAE measures the average absolute error between 

predictions and actual values. It provides a direct insight into 

the magnitude of the average error without considering the 

direction of the error. The smaller the MAE value, the more 

accurate the model is in predicting values close to the actual 

data. On the other hand, MSE measures the average of the 

squared errors between predictions and actual values [77], 

[78]. By squaring the errors, MSE gives more weight to larger 

errors, making it more sensitive to outliers. Similar to MAE, 

MSE also indicates that the smaller its value, the better the 

model's performance [79]. 

In this study, all three types of prediction data are 

evaluated and compared based on the MAE and MSE values 

obtained. This evaluation aims to understand how the model 

performs not only on data seen during training but also on 

unseen testing data and future forecasting predictions. The 

results of the evaluation and comparison of MAE and MSE 

for the three types of prediction data are shown in Fig. 10. 

Fig. 10 shows the comparison of MAE and MSE values 

for predictions on training data, testing data, and future 

forecasting. However, it is important to note that the number 

of data points in each prediction category differs. The training 

data consists of 80% of the total 4916 data, totaling 3933 

rows. The testing data comprises 20% of the total data, which 

is 983 rows. Meanwhile, the data for future forecasting only 

consists of 15 rows. This difference in the number of data 
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points can affect the accuracy and stability of the model's 

predictions. 

The lowest MAE value is obtained from predictions on 

the training data, with an average of 0.0074. This indicates 

that the model is very accurate in predicting values close to 

the actual data during training. The MAE value for the testing 

data is 0.0142, while for future forecasting, it is 0.2424. The 

higher MAE value for future forecasting indicates that the 

predictions for future periods are less accurate compared to 

the training and testing data. 

For MSE, the best value is obtained when predicting the 

testing data, with an average of 0.0005. This is slightly better 

than the average MSE on predictions for training data, 

indicating that the model is able to maintain stability and 

accuracy in minimizing large errors during testing. However, 

future forecasting produces a higher MSE value, which is 

0.0955, indicating that predictions for future periods are more 

prone to errors. Nevertheless, these results can still be 

categorized as quite good. To see the performance 

differences, a comparison with several previous studies is 

shown in Fig. 11. 

Fig. 11 shows that LSTM exhibits variations in prediction 

accuracy, measured by MAE values. The highest MAE value 

of 0.2360 was recorded in the study by J. Qiu, B. Wang, and 

C. Zhou, indicating a relatively large prediction error 

compared to other studies. In contrast, the studies by M. 

Nikou, G. Mansourfar, and J. Bagherzadeh (0.210350) 

showed better result with more accurate predictions. The 

studies by D. H. D. Nguyen, L. P. Tran, and V. Nguyen 

(0.0169) and the second model by J. Du, Q. Liu, K. Chen, and 

J. Wang (0.033) also demonstrated very high accuracy. 

 

 

 Fig. 10. Average MAE and MSE for each prediction 

 

 Fig. 11. Performance comparison with previous studies
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Meanwhile, the study in this research recorded the lowest 

MAE value of 0.0142 on the testing data, indicating the 

highest prediction accuracy among all compared studies. 

However, this research still needs improvements to provide 

more accurate forecasting results, enabling investors to have 

greater confidence in the model for future stock price 

predictions. Therefore, it is recommended for future research 

to make several enhancements to improve the accuracy of the 

LSTM model in stock price forecasting. Handling outliers is 

crucial, with more effective detection and removal methods, 

as well as appropriate data transformations to mitigate the 

negative impact of outliers on the model. Additionally, to 

address overfitting issues, the use of regularization 

techniques, dropout, and cross-validation is necessary to 

ensure the model is not overly complex and generalizable to 

different datasets. Furthermore, improving the model 

architecture through more extensive hyperparameter tuning, 

the use of Bidirectional LSTM [44], [80], [81], and Stacked 

LSTM [82] can help capture more complex data features and 

enhance prediction accuracy. Moreover, data augmentation 

and the integration of relevant external features, such as 

market sentiment and macroeconomic indicators, will 

provide additional context that can improve prediction 

outcomes. Implementing monitoring systems and feedback 

loops is also essential to ensure the model remains optimal 

and can adapt to data changes over time. 

IV. CONCLUSSION 

This study successfully demonstrates the superior 

performance of the Sequential LSTM model in predicting 

closing stock prices. The model, consisting of a single hidden 

LSTM layer with 200 units, shows strong capability in 

capturing temporal patterns and long-term relationships in the 

data. Evaluation results indicate the lowest MAE value of 

0.0142 on testing data, signifying high accuracy in stock price 

predictions. However, the future forecasting results exhibit a 

higher MAE value, indicating a need for model improvement 

for long-term predictions. This model outperforms several 

previous studies referenced. Nonetheless, there is still room 

for improvement to achieve even better results. 
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