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Abstract—Over the years, Agriculture has been a mainstay 

of life for Indians and about half the working population of 

Tamil Nadu. Spinach is an integral part of everyone’s meal and 

its nutrient content is higher than other veggies. The nutrients 

are unique for varied varieties so there is a dire need to classify 

them and thus to predict them. Furthermore, exactitude 

prediction leads to easy detection of spinach leaves. In this work, 

we selected 5 varieties of spinach leaves populated under a huge 

dataset. We implemented the same employing a Deep Hybrid 

approach which is a fusion of conventional Machine Learning 

with state-of-the-art Deep Learning using Orange toolkit. Out of 

the plethora of these AI Domaine approaches, four classifiers, 

such as Support Vector Machine (SVM), k- Nearest 

Neighbour(kNN), Random Forest (RF), and Neural Network 

(NN) were chosen and implemented. Existing methods using 

these algorithms have achieved promising results, with 

individual accuracies of 98.80% (RF), 98.20% (KNN), 99.9% 

(NN), and 99.60% (SVM). However, the IDHLM aims to surpass 

these individual performances by integrating them into a 

cohesive framework. This approach leverages each algorithm's 

complementary strengths to achieve even higher classification 

accuracy. The abstract concludes by highlighting the potential 

of the IDHLM for achieving pristine accuracy in spinach leaf 

classification. 

Keywords—Image Classification; Accuracy; Spinach Leaves; 

Deep Learning; Support Vector Machine; Convolutional Neural 

Network; Orange Toolkit.  

I. INTRODUCTION  

Agriculture has always been vital to human life, as seen 

by the wide variety of crops used to produce the world's food 

supply. Spinach is particularly noteworthy among these 

vegetables because of the high concentration of healthful 

components it contains, including protein, vitamins, and 

minerals. The health benefits of spinach aren't always worth 

the difficulty of distinguishing between the various varieties 

of spinach leaves, especially in densely populated locations. 

It is super rich in Calcium, Vitamins, Iron, Minerals, and 

Protein, which supplement the well-being of human skin, and 

bones, purify the blood, and aid in hair growth. Spinach leaf 

compliments Vitamin_A, Vitamin_C, Vitamin_E, 

Vitamin_K, Potassium, Iron, Copper, and Folic Acid, and no 

wonder the comic character Popeye the Sailor draws super-

human Caliber from a spinach leaf can. Distinguishing 

between various spinach leaf varieties can be challenging, 

especially for urban residents. Based on this, more than 40 

spinach leaf varieties in Tamil Nadu were discovered such as 

Agathi leaves, Amaranthus, Aritis, Mint, Tropical amaranth, 

Chinese spinach, Malabar spinach, drumstick leaves, dwarf 

copper leaf, and many more. The small size of spinach leaves 

makes it particularly difficult to detect and identify infections 

in heavily populated metropolitan environments. For the sake 

of both farmers and consumers, it is essential to find 

innovative ways to accurately classify spinach leaves. So, to 

overcome these issues at the beginning we used the Orange 

data mining tool for classifying the spinach leaves.  This 

research aims to develop a novel method for accurate spinach 

leaf classification using deep learning and machine learning 

algorithms within the Orange data mining tool. The primary 

question is: can a combination of pre-trained deep learning 

models and machine classification in Orange effectively 

recognize and classify different spinach varieties? Previous 

studies have shown that classification tasks, such as plant 

disease identification, are well-suited to deep learning and 

machine learning. The difficulties in distinguishing between 

spinach kinds, especially in city settings, necessitate 

expanding this success to spinach leaf categorization. Here, 

we extract features from photographs of spinach leaves and 

utilize them to classify the leaves using the pre-trained deep 

learning models included in the Orange data mining tool. 

Clustering, artificial intelligence, and image processing are 

also utilized in the study to enhance the accuracy of spinach 

leaf classification. 

To overcome these problems of aptly classifying the type, 

researchers used Deep_Learning and Machine_Learning 

algorithms to classify spinach leaves [1]. Additionally, they 

employed several previously trained models and certain of 

their own to classify spinach leaves with astounding 

accuracy. A branch of deep learning (DL) is machine 

learning. As opposed to that, ML is a component of AI. In 

deep learning, neural networks mimic or replicate how a 

human cerebral works. The ML typically carries out feature 

extraction and transformation [2]. The previous layer's output 

serves as the next layer's input. DL models on their own can 

extract the appropriate features. The majority of the time, it 

works well for large data entry and extraction volumes. 

Between the outcome and input layers, a Deep Neural 

Network (DNN), an NN in DL implementation, has several 

hidden layers [3]. A set of inputs, a complicated operation, 

and a classification output are the main objectives of NN. To 

recognize and group the diseases affecting the tomato plants, 
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use CNN-based architecture. For the sake of eradicating the 

significant features from the input instances and categorizing 

them, this method [4] utilized three convolutions in addition 

to max-pooling layers. This method [5] shows improved 

precision in the classification of tomato diseases, but it has 

the drawback of over-fitting over a constrained set of classes. 

The deep residual framework was used instead of the VGG16 

[6] model for feature extraction in the researchers' novel 

Faster-RCNN[7] method. Also, the bounding boxes were 

grouped using the k-means clustering method.  

The method [8] provides better disease classification 

outcomes for tomato crops but at a higher cost. The author 

used the Convolutional Neural Network and Haar Cascade 

algorithm for plant leaf disease detection for good accuracy 

[9]. This research focuses on utilizing pre-trained deep-

learning models within Orange to extract the features from 

spinach leaf images. A machine learning algorithm will then 

use these features for classification. The main scope of the 

work is we extract more features from the input images with 

the help of a pre-trained network model embedded in orange. 

We require data mining software in addition to image 

classification, which is a gadget in Orange-based Python 

scripting [10]. Orange is a data mining gadget that is helpful 

for the speculative investigation of data and graphical 

programming. It has numerous components which are 

referred to as widgets and supports Windows, Linux, and 

macOS [11]. The implementation of flora taxonomy 

originated upon artificial vision is an appetizer to the 

scientific community. Authors in [12] presented a Zernike 

polynomial- and artificial neural network-based orange 

classifier. Principal Component Analysis and Neural 

Network techniques created an apple classifier [13] based on 

color and texture. Authors in [14] suggested a methodology 

to enumerate the fruit volume from visual data. The CNN 

model, which is capable of categorizing regional spinach leaf 

plants, was used by the authors to create a method for 

classifying local spinach. Four classifiers showed that image 

processing of spinach leaves with similar appearances could 

be categorized and result in high output [15]. They trained the 

dataset utilizing several convolutional neural networks based 

on deep learning. then used various deep learning models to 

assess each one's precision. Our datasets all offered high 

accuracy [16]. 

Based on these studies, we present a novel deep learning 

pre-trained model and machine learning classification models 

in the Orange Data analytics tool to recognize and classify the 

spinach leaves accurately [17]. It is suggested that researchers 

use visual programming to combine clustering and 

categorization with image embedding by trained deep 

learning models Using a variety of AI techniques, we 

classified images, and then we compared the results using 

several parameters, including Area Under the Curve (AUC), 

Classification Accuracy (CA), F-1 score, precision, and 

recall. The Orange data mining toolkit is utilized to compare 

models [18]. Precision in spinach leaf classification might 

have significant applications in agriculture, particularly in the 

areas of disease diagnosis and food quality control. More 

importantly for city inhabitants, it provides the knowledge 

necessary for consumers to make informed decisions 

regarding the spinach they consume. Chapter 2 discusses the 

results of the study, whereas Chapter 1 describes the process 

used to classify the spinach leaves. Chapter 2 discusses the 

findings and their significance, while Chapter 3 concludes the 

study and offers recommendations for further research. The 

Orange workflow architecture's pre-trained and classification 

algorithms have identified four varieties of spinach leaves: 

amaranth, black nightshade, curry, drumstick, and Malabar. 

The collection has 500 pictures, which are divided evenly 

across four categories. There are one hundred images in each 

category. The Kaggle repository was used to obtain the 

photos. This is the organization of the text: This section will 

review the procedures followed to arrive at the spinach leaf 

classification scheme presented in Chapter 2. Chapter 3 will 

delve into the study's findings. In Chapter 4, we will discuss 

the findings and how important they are. The concluding 

chapter will provide our discussion of the study's findings and 

next steps. 

II. METHODOLOGIES 

In this section, we discuss the methodology used for 

spinach leaf classification. The workflow diagram for a 

classification investigation employing the Orange data 

analysis tool is shown in Fig. 1. The remainder of this section 

explains each step in the workflow diagram relevant to the 

proposed work. 

 

Fig. 1. Architecture diagram for proposed study for image 

A. Image Dataset 

The comparison is performed using images of Amaranth 

leaves, black nightshade, curry leaves, drumsticks, and 

Malabar spinach leaves from the Kaggle repository [19], 

which is further investigated. The dataset houses two folders, 

viz. training and testing. The five sub-folders for both training 

and testing are Amaranth leaves, black nightshade, curry 

leaves, drumsticks, and Malabar spinach. The training 

database includes 100 images for every category, and the test 

dataset contains 30 images. The training and test images, 

however, were preserved in the same location for image 

categorization. As a result, 500 images representing each of 

the five classes of spinach leaves are used in the final 

comparative analysis. 
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B. Image Importation 

The image importation technique is the first and foremost 

stage in photo categorization utilizing the 'picture analysis' 

add-on and the 'Import picture' widget in the Orange data 

mining toolkit. Now you can access the metadata of the 

necessary images in the 'Data Table' widget and load them 

from the dataset location. You must install the 'Image 

analysis' add-on before you can import the images. Several 

types of picture analysis will be possible with this. The photos 

that require classification are subsequently loaded using the 

'Import picture' widget. You can see the category, size, and 

location of the provided dataset, as well as other image 

details, in the data table widget. To import the photos needed 

for categorization, the 'Import picture' widget must be loaded 

before the 'Data Table' widget can access the image details 

[20]. For further dataset analysis, the 'Image Viewer' widget 

displays sample input images of curry leaves, drumsticks, 

curry, Malabar spinach, Amaranth leaves, black nightshade, 

and curry. The "Import image" widget aids in loading the 

required images for categorizing images. Image details are 

viewed in the ‘Data Table’ widget with the image size, 

category, and location of the input dataset. The sample input 

images of Amaranth leaves, black nightshade, curry leaves, 

drumsticks, and Malabar spinach leaves are shown in Fig. 2 

with the help of the ‘Image Viewer’ widget from the image 

analysis add-on for our study purpose. 

 

Fig. 2. Sample input spinach images for classification 

C. Image Embedding  

Make use of the 'Image Embedder' tool found in the 

Orange toolbox to extract characteristics from embedded 

photographs. To get the vector representation of the images, 

feature extraction is done by feeding them into pre-trained 

deep networks. The feature extraction is crucial, and Orange 

does it by using a multitude of embedders and uploading the 

created images to the server. Image feature extraction is a 

breeze with pre-trained Deep Convolutional Neural Network 

(DCNN) algorithms like VGG16. The vectors generated by 

these methods are of great assistance to ML algorithms. 

Because supervised and unsupervised machine learning 

classifiers, as well as deep learning classifiers, utilize the 

extracted features for subsequent processing, this phase is 

crucial.  

Following feature extraction and image embedding, the 

hierarchical clustering widget shows attribute-based image 

clusters, which means class-based clusters are needed for 

crucial prediction and classification jobs [21]. To further 

analyze these embedded traits, the next step is to merge 

traditional machine learning with state-of-the-art deep 

learning techniques. For better classification results, this 

fusion combines the best features of k-Nearest Neighbor 

(kNN), neural networks (NN), support vector machines 

(SVMs), and Random-Forest (RF)classifiers. This widget 

contains some pre-trained Deep 

Convolutional_Neural_Network (DCNN) [22] embedder 

methods for component mining objectives from the visual 

data. As Squeeze Net [23], inception V3[24], VGG16 [25], 

and a few others are available for the feature extraction 

process. Orange integrates VGG16 as an embedder, which 

transforms images into suitable machine-learning algorithms. 

Using the VGG16 embedder, our work transmits the images 

to a server for feature extraction.  utilizing the 4095 properties 

that the VGG16 network has acquired through its prior 

learning of object identification from significant photo 

samples. These features are sent to the ‘Data Table’ widget 

which is dragged and dropped into the workspace from the 

‘Data’ add-on. VGG16 doesn’t classify the images itself. It 

extracts features from them. These features capture essential 

characteristics of the single image together with the meta-

features of size, width, and height. The extracted features are 

converted into vectors of numbers. This vector represents the 

image in a way that machine learning algorithms can 

understand and use for tasks like classification or clustering.   

In our process, depicted in Fig. 1, these image features 

undergo additional analysis by supervised or unsupervised 

machine learning classifiers and deep learning classifiers for 

classification. Images are displayed in their current positions, 

which are saved in the dataset's location, but after being 

embedded through an "image embedder" widget with CNN 

pre-trained models that the developer has selected based on 

the work, the images' sizes are changed for classification and 

prediction. Additionally, the hierarchical clustering widget 

shows that these images form a cluster with the same classes 

from the embedding. 

D. Visual Analytics 

The suggested method for mining images employs visual 

analytics [26], a combination of interactive visualizations and 

automatic data evaluation, involving machine learning. 

Orange [27] deals with all of the crucial elements of visual 

mechanisms for evaluation, including importing data and 

conversion, visualization of data involving collaboration by 

users, speculation of data models, and model visualization. 

Orange regulates data processing and visualization 

components, in addition to visual programming, it aids data 

analysts in combining and connecting various data analysis 

 rumstic   eaves
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elements to create data evaluation workflows.  We produced 

a set of visual programming tools for image analytics. Using 

aspects that take up imagery, including them in vector spaces, 

and analyzing these images to identify image categories or 

groups, the toolkit helps users build analysis procedures. The 

toolkit is through data extraction with orange, a flexible Data 

evaluation methodology that includes elements for grouping, 

categories, and dynamic data and modeling visualizations. 

[28][29]. In Orange, data analysis is implemented using 

workflows. Widget elements that process, model, or visualize 

data make up a workflow. Data is inputted into widgets, 

which then show or provide results. 

Workflows for data analysis are established by the 

gadgets chosen and the associations made among them in 

Orange. In the sequence of actions shown in Fig. 1, for 

instance, a set of images is loaded from the specified 

database, they are embedded with vectors of features, the 

disparities among the vectors and the resulting images are 

estimated, and the computed distances are then used for 

aggregating and visual representations of image similarity 

[30] in the multidimensional escalating plot.  Users can 

examine each intermediate result and keep track of how each 

step of the Orange workflow is being carried out. For 

illustration, they can look at imagery that was recently 

stuffed. see the dendrogram's "hierarchical clustering" 

widget, and even see the images that have been chosen from 

a particular dendrogram class before seeing them in the image 

viewer widget. we show the multi-dimensional scaling plot 

with are ‘Distribution plot’ widget, The distribution plot is in 

Fig. 4, and the Bar plot is shown in Fig. 3. 

 

Fig. 3. Bar plot for hierarchical clustering images 

 

Fig. 4. Distribution chart for selected images in the image viewer 

E. Image Classification Process 

 The approach can classify images by combining the 

VGG16 model with several classifiers such as SVM, RF, 

KNN, and NN. All of these classifiers are vital for forecasting 

and categorizing spinach leaf pictures effectively because 

they make good use of the unique qualities that the photos 

acquire. Some of the metrics utilized to evaluate the 

classifiers' performance were F1 Score, recall, precision, Area 

Under the Curve (AUC), and Matthews' correlation 

coefficient (MCC). Training and parameter variability 

improved performance even further, and merging model 

outputs improved the accuracy of learning ensembles.  So far, 

we have trained a bunch of photo classifiers using the VGG16 

model and features collected from spinach leaves [32]. The 

classification approach that Orange employs is based on 

supervised data mining and ML [33]. Learners and classifiers 

are the two primary types of objects involved in classification. 

Students want a classifier that can handle class-labeled data. 

There are a lot of parallels between the classification 

techniques employed by regression and Orange. Their origins 

can be traced to supervised data mining, where they were both 

developed from class-tagged data [34]. When many model 

outputs are used in a learning ensemble, their combined 

accuracy is increased. It is possible for different models to 

make use of different sets of training data samples, or for 

different sets of learners to be trained on the same datasets. 

Teachers can attract a more varied student group by adjusting 

their parameter sets [35]. To be anonymous in Orange, pupils 

merely wear ensembles [36]. They behave similarly to other 

students. The information they supply allows their models to 

make predictions about every given data instance. With 70% 

of the photos going into training the model and 30% into 

testing it, we made heavy use of Tenfold cross-validation in 

our categorization approach. When training and testing, every 

model makes use of divergent variables. In addition to 

outlining each model, the paper provides extensive 

information on the parameters whose values, after extensive 

experimentation, yielded the best results. 

1) Support Vector Machine (SVM) Classifier: SVM is 

a supervised machine learning technique. Classification and 

regression are both handled by this supervised ML approach. 

It finds the best hyperplane and organizes the data into 

different categories [37]. It is a reliable algorithm for making 

predictions using a statistical learning system. Koyama et al. 

[38] suggested classifying spinach using ML. Using a 

smartphone, pictures of the spinach leaves were captured. The 

spinach image backgrounds were then removed by the 

authors. Images with the backgrounds removed are 

transformed into grayscale, lab, and Colour Saturation Level 

(CSL) images. Spinach leaves are used to extract the mean, 

median, and variance. Utilizing the feature detectors Binary 

Robust Independent Elementary Features (BRIEF) [39] and 

Features from Accelerated Segment Test (FAST) [40], The 

regional features are retrieved. The depicts that were chosen 

are subsequently incorporated into the SVM (Support Vector 

Machine) machine learning technique for categorizing the 

spinach leaves. In the case of the two-class dataset, CNN 

models have an accuracy of 84% [41]. In this work, Iterations 

are limited to 10, and computational appreciation is set to 

0.0010 when using a linear kernel. 
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𝐾 = 𝑋. 𝑌 (1) 

Based on the linear kernel got 92.9% classification 

accuracy and a prediction value is 94.7% in all classes’ 

spinach leaves using the orange data mining tool. Both F1-

score and precision values are 92.8% while recall is 92.9% 

for training classification. 

2) Random Forest (RF) Classifier: A decision tree is 

created by the classification algorithm RF [42] using a subset 

chosen at random from the training dataset. Previously 

Random Forest model got 85% while using different CNN 

models for spinach leaves classification [43]. To make 

predictions, an ensemble learning approach builds many 

decision trees during training and uses their modes. By 

determining the behavior of the categories from each 

particular tree, the result of the class becomes apparent. The 

number of trees to be produced in the present investigation is 

set at 5. In our orange model-based classification, we compare 

the same with other classifiers RF (Random Forest)  is given 

90.3% accuracy for five different spinach leaves. It had a 

90.2% of the F1-score and 90.3% of both precision and recall 

value to training classification. When test images are 

embedded with training images for prediction, Random 

Forest (RF) has attained 86% accuracy. 

3) K -Nearest Neighbour (KNN):  A simple algorithm 

that remembers all the samples and sorts new ones using a 

similarity measure (such as a distance function, for instance). 

To categorize an image, KNN is a fundamental algorithm for 

classification [44] that identifies the best 'K' amount of nearby 

imagery from the training period. An item's closest neighbor 

is determined utilizing a resemblance metric. In the context 

of this study, the Euclidean distance is employed to compute 

the index, and the quantity of acquaintances is assumed to be 

two (K = 2). The Euclidean distance formula mentions: 

𝑑 = √[(𝑋2 − 𝑋1)2 + (𝑌2 − 𝑌1)2] (2) 

The coordinates of one point are (X1, Y1). The other 

coordinates are (𝑋2, 𝑌2). d represents the separation between 

(X1, Y1) and (X2, Y2). In our spinach leaves classification, 

KNN has achieved 93.4% accuracy in classification at 

training. It has 93.4% of F1-score and recall with precision 

value is 93.5% in spinach leaves classification. The prediction 

value of KNN is 95.3% for all classes in spinach leaves. 

4) Neural Network (NN): An algorithm based on the 

structure of interconnected neurons found in biological brain 

networks. Neural networks have the ability to learn and 

execute a variety of tasks, including pattern recognition, 

classification, and regression. CNN is a particular type of 

Neural_Network (NN) that enables the input pictures to pull 

out the basic amenities in a manner that is understandable to 

humans for better classification [45]. The first benefit of the 

CNN model is its ability to identify crucial components in 

images without human assistance. Consider the case where 

the dataset that the model learns various characteristics for 

every class category contains both dogs and cats [46]. 

Numerous pre-trained and CNN models were presented by 

previous researchers, However, the ability to accurately 

classify spinach leaves could still use some work [47].  

Orange's data mining tool's Neural Network widget provides 

a full-stack environment for NN model construction, training, 

and evaluation. Users can design the neural network's 

architecture by changing the hidden-layer count, neuronal 

density, activation function, learning rate, and optimization 

technique. The widget provides backpropagation-based 

model training on input datasets, cross-validation, and 

independent validation dataset evaluation. An interactive 

representation of the neural network's architecture helps users 

understand the model's structure and optimize its 

performance via hyperparameter adjustment. Traditional 

model evaluation metrics like recall, accuracy, precision, F1, 

score, ROC-AUC curve, and feature importance analysis are 

available. For tasks that require considerable machine 

learning, Orange's Neural Network feature is invaluable. It 

simplifies neural network modeling for classification, 

regression, pattern recognition, and more.  In a manner akin 

to how brain neuron’s function, the Artificial Neural Network 

(ANN) algorithm for categorization [48] recognizes the 

hidden relationship between images. A straightforward 

Neural Network has three layers: an entry layer that receives 

amenities as input, a covert layer, and a final layer that 

identifies the group that a given image is owned. The disease-

affected and unaffected leaves are divided using ANN 

(Artificial Neural Network). Additionally, it has provided 

greater accuracy while requiring less computation time. In 

this study, 150 hidden layers are assumed, the ReLU function 

[49] is used as the activation function, Adam [50] is utilized 

as the optimizer, and 500 iterations are assumed. Using the 

activation function, it is possible to normalize the output in 

each layer. We used the Rectified Linear Unit (ReLU) for the 

activation function. If the input value is less than 0, ReLU will 

set the value to zero. If not, the raw value of the input is the 

outcome of the relevant layer. Equation (3) is utilized to 

Figure out the ReLU activation function. 

𝑅𝑒𝐿𝑈(𝑃) = {
0 𝑖𝑓 𝑃 < 0
𝑃 𝑖𝑓 𝑃 ≥ 0

 (3) 

In which P displays the source imagery for every layer. 

Instead of SGD, the Adam optimizer is used to iteratively 

update network weights based on training data. We achieved 

a high classification accuracy of 96.6% compared with other 

models in training for spinach leaf classification. F1-score, 

precision, and recall all so gave 96.6% in training 

classification. In prediction, the Neural Network has 96% 

accuracy than other models. 

F. Test and Score with Confusion Matrix:   

The 'Test and Score' widget takes all the classifiers as 

input and returns correlated values according to CA, recall, 

F1-score, AUC, and MCC. The data sequence is passed to a 

cross-validation device (Test and Score) using vector-based 

embedding. This device takes an additional input from a 

machine-learning technique (SVM, KNN, RF, or NN). In the 

Test alongside Score widget, you can see the AUC, CA, and 

F1 score of the cross-validated accuracy (the harmonic 

average of the precision and recall) as well as the evaluation 

findings for the ambiguity matrix gadget. Misclassification 

data is presented using the "Confusion Matrix" widget. Make 

use of Receiver Operating Characteristic Analysis (ROC) to 

assess how well a categorization model is doing. It shows how 

changing the discriminating threshold of a binary classifier 

system affects its diagnostic capacity.  
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The F1-Score evaluates a model's performance by taking 

recall and precision into account. Classification difficulties 

involving unequal classes become much easier to handle with 

its assistance.  Classification accuracy (CA) is the ratio of 

correctly classified examples to total instances in a 

classification model [51]. A popular and easy-to-understand 

measure for gauging the categorization model's overall 

accuracy.  The accuracy with which the model's favorable 

predictions remain valid is called precision. This metric is 

derived by dividing the total number of positive and negative 

cases by the number of genuine positive ones. The model is 

probably accurate when it accurately predicts a positive 

outcome. As a measure of how well a model detects positive 

cases, recall (also called sensitivity) is important. This 

statistic is determined by dividing the total number of positive 

results by the total number of negative results [52]. In general, 

a higher recall indicates that the model correctly identified 

more instances when tested. As an indicator of a binary 

classification model's performance, the area under the curve 

(AUC) can be calculated.  

For various classification model thresholds, the area under 

the Receiver Operating Characteristic (ROC) curve shows the 

trade-off between the true positive rate (sensitivity) and the 

false positive rate (1-specificity). The Matthews Correlation 

Coefficient (MCC) measures the accuracy of binary 

classifications by taking into account the total number of 

correct and incorrect replies. A perfect prediction would have 

a score of 1, a prediction that is on par with chance would 

have a score of 0, and a score of -1 would indicate a complete 

mismatch [53]. The image viewer and bar plot widget can 

display the classified spinach leaves using the confusion 

matrix. What follows is an analysis of the results in great 

detail. 

III. ANALYSIS OF THE RESEARCH RESULTS  

A. Result Analysis for Classification 

In this article, a total of 500 images of Amaranth leaves, 

Malabar spinach, Drumsticks leaves, Curry leaves, and black 

nightshade are taken for comparative analysis. These input 

data are divided into Test to training proportion: 70:30. To 

train the models with four different classifiers for the 

classification of spinach, we used tenfold cross-validation, 

which performed the best on our dataset. Utilizing metrics 

like AUC, CA, F1 score, Precision, Recall, and MCC, the 

models are contrasted. Orange data analytics tools' 'Test and 

Score' widget is used to calculate these parameters [54]. The 

accuracy of the predictions made by the algorithm during 

training is measured by the Area Under Curve (AUC). The 

correctly classified training models' total quantity of images 

is an estimate of classification accuracy [55]. 

The Orange data mining app has a Test and Score widget 

for classifier and prediction model evaluation. It gives a 

complete set of variables for generalizability, robustness, and 

prediction accuracy for the ML model. Model evaluation, 

evaluation metrics, cross-validation support, result display, 

parameter optimization and tuning, and test and score widget 

explanations are some of the main components. Orange's Test 

and Score widget is typically used when connecting a 

prediction model (classifier, regressor, etc.) to its input port. 

They can then choose assessment metrics and cross-

validation parameters to customize the widget. After the 

widget runs, users can view performance scores and visuals 

to evaluate their models. Researchers, data scientists, and 

machine learning practitioners employing Orange data 

mining need the Test and Score widget. It provides a 

structured and informative framework for accurate prediction 

model testing. Recall produces the real positive values that 

have been properly recognized, while precision makes the 

percentage of positive values that are truly positive. The 

concordant sign of recall and precision is provided by the F-

1 score. The crucial element in this comparative study is the 

classifiers' accuracy. In Table I, Neural Network gives the 

highest accuracy of 96.6% whereas Random Forest has the 

lower accuracy of 90.3%. SVM (Support Vector Machine) 

and KNN (K-Nearest Neighbour) classifiers are given 92.9% 

and 93.4% accuracy in the training of spinach classification. 

Based on the Test and Score values, spinach leaves are 

classified using four models and shown in Fig. 5 using the 

image viewer widget. 

TABLE I.  QUANTITIES FOR EACH CLASSIFIER'S MEASURING FACTORS 

Model AUC CA 
F1- 

Score 
Precision Recall MCC 

RF 98.8 90.3 90.2 90.3 90.3 87.9 

KNN 98.2 93.4 93.4 93.5 93.4 91.8 

Neural 

Network 
99.9 96.6 96.6 96.6 96.6 95.7 

SVM 99.6 92.9 92.8 92.8 92.9 91.1 

 

A 'ROC curve' widget is a graph that displays how well an 

algorithm for classification performs across all classification 

boundaries. The TPR and FPR parameters are plotted on this 

curve. We took a threshold value of 0.5 for ROC analysis 

based on Test and score values for spinach training 

classification using four different classifiers which is shown 

in Fig. 6. So compared to all the classifiers, the Neural 

Network classifier has high sensitivity by using the below 

equations, 

True_Positive_Rate is specified as: 

𝑇_𝑃_𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

is also called sensitivity. 

False_Positive_Rate is specified as: 

𝐹_𝑃_𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
  (5) 

is also called specificity.  

Whereas TP is True_Positive, TN is True_Negative, FP is 

False_Positive and FN is False-Negative. Confusion matrix 

is used to find errors in the spinach classification problem. A 

confusion matrix contains True_Positive (TP), 

True_Negative (TN), False_Positive (FP) and 

False_Negative (FN). The simple symbols TP and TN 

represent the strategy prediction that all members of the 

positive category will be optimistic and all members of the 

unfavorable category will be unfavorable. By the 

aforementioned performance evaluation, we calculate the 

spinach classification precision, which is given in equation 6. 

According to the accuracy, the scenario categorizes all 
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optimistic classes as positive and all negative classes as 

negative. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (6) 

Because of its proficiency, the model does not categorize 

an incorrect value as optimistic. The computation is 

performed using equation (7). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (7) 

The model categorizes every positive value as positive, 

according to recall. It is calculated by given equation (8). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (8) 

The accuracy and recall average values are represented by the 

F1-score. It is calculated by given equation (9). 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = (2𝑋 [
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
]) (9) 

 

The "Confusion Matrix" gadget of the Orange 

toolkit creates a matrix of dissonance for every classifier. The 

model might unintentionally predict from the negative class 

or make predictions from the positive class that is incorrect. 

The non-diagonal matrix elements produce the incorrect 

classification value when classifying the images, while the 

Diagonal elements produce the correct classification value. 

Table II depicts the confusion matrix for all of the 

categorization prototypes utilized to group the spinach leaves. 

Using the KNN (K-Nearest Neighbour) model in 

Classification Drumstick Leaves had 100% accuracy while 

curry leaves got 98.5%. But Amaranth leaves, Black 

Nightshade, and Malabar Spinach got low accuracy are 

89.4%, 88%, and 91.5% shown in Table II. 

TABLE II.  CONFUSION MATRIX FOR ALL CLASSES USING KNN 

Predicted 

A
c
tu

a
l 

 AL BN CL DL MSL ∑ 

AL 89.4% 6.7% 0% 0% 8.5% 70 

BN 4.5% 88% 1.5% 0 0 70 

CL 0 4.0% 98.5 0 0 70 

DL 0 0 0 100% 0 70 

MSL 6.1% 1.3% 0 0 91.5% 70 

∑ 66 75 68 70 71 350 

(AL- Amaranth Leaves, BN- Black Nightshade, CL- Curry Leaves, 

DL- Drumstick Leaves, MSL- Malabar Spinach Leaves). 

 
 

 

  
(a) (b) 

  

(c) (d) 

Fig. 5. (a), (b), (c) Test and Score classified images using the SVM classifier, (d)Test and Score classified images using Neural Network 



Journal of Robotics and Control (JRC) ISSN: 2715-5072 1589 

 

 

Meganathan Elumalai, Integrated Deep Hybrid Learning Model Upon Spinach Leaf Classification and Prediction with 

Pristine Accuracy 

  
(a) (b) 

  
(c) (d) 

 
(e) 

Fig. 6. (a) ROC analysis using Test and Score for Amaranth leaves, (b) ROC analysis using Test and Score for Black Nightshade, (c) ROC analysis using Test 

and Score for Curry Leaves, (d) ROC analysis using Test and Score for Drumsticks leaves, (e) ROC analysis using Test and Score for  Malabar Spinach

In Table III, the Neural Network model is given high 

accuracy classification to Drumstick leaves at 98.6% and 

Curry leaves at 97.2% while Amaranth leaves got a low 

accuracy of 94.2% in classification. Using the RF (Random 

Forest ) classifier Drumstick leaves got a high accuracy of 

98.6% and  Amaranth leaves attained a low accuracy of 

83.3% as shown in Table IV.  The SVM (Support Vector 

Machine) classifier gives high accuracy to Drumstick leaves 

at 100% and Curry leaves at 95.8% other leaves to have low 

accuracy are 94.3%, 87.9%, and 86.3% in training 

classification (Table V). 

 

TABLE III.  CONFUSION MATRIX FOR ALL CLASSES USING NN 

Predicted 

A
c
tu

a
l 

 AL BN CL DL MSL ∑ 

AL 94.2% 2.9% 0% 1.4% 2.8% 70 

BN 2.9% 97.1% 2.8% 0 0 70 

CL 0 0 97.2% 0 1.4% 70 

DL 0 0 0 98.6% 0 70 

MSL 2.9% 0 0 0 95.8% 70 

∑ 69 68 71 71 71 350 

(AL- Amaranth Leaves, BN- Black Nightshade, CL- Curry Leaves, 
DL- Drumstick Leaves, MSL- Malabar Spinach Leaves). 
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TABLE IV.  CONFUSION MATRIX FOR ALL CLASSES USING RF 

Predicted 

A
c
tu

a
l 

 AL BN CL DL MSL ∑ 

AL 83.3% 6.5% 1.4% 1.4% 11.8% 70 

BN 3.0% 85.7% 2.9% 0 0 70 

CL 1.5% 3.9% 95.7% 0 0 70 

DL 0 1.3% 0 98.6% 0 70 

MSL 12.1% 2.6% 0 0 88.2% 70 

∑ 66 77 69 70 68 350 

(AL- Amaranth Leaves, BN- Black Nightshade, CL- Curry Leaves, 

DL- Drumstick Leaves, MSL- Malabar Spinach Leaves). 

TABLE V.  CONFUSION MATRIX FOR ALL CLASSES USING SVM 

Predicted 

A
c
tu

a
l 

 AL BN CL DL MSL ∑ 

AL 87.9% 2.9% 0 0 13.7% 70 

BN 1.5% 94.3% 4.2% 0 0 70 

CL 1.5% 1.4% 95.8% 0 0 70 

DL 0 0 0 100 0 70 

MSL 9.1% 1.4% 0 0 86.3% 70 

∑ 66 70 71 70 73 350 

(AL- Amaranth Leaves, BN- Black Nightshade, CL- Curry Leaves, 

DL- Drumstick Leaves, MSL- Malabar Spinach Leaves). 

 

Based on the confusion matrix for correctly classified and 

misclassified instances on spinach leaves which is shown on 

the image viewer widget in Table VI. Different types of 

spinach leaves were correctly categorized by employing the 

following algorithms: K-Nearest Neighbors (KNN), Random 

Forest (RF), Support Vector Machine (SVM), and Neural 

Network (NN): At 65 amaranth leaves, 66 black nightshade, 

67 curry leaves, 70 drumsticks, and 65 Malabar spinach were 

correctly identified using the KNN algorithm. One simple and 

effective method for classifying objects is the K-Nearest 

Neighbors (KNN) algorithm. When applied to the different 

Spinach leaves, KNN demonstrated a moderate level of 

accuracy in this case. On the other hand, the Random Forest 

(RF) algorithm successfully classified 55 amaranth leaves, 66 

Black nightshade, 66 curry leaves, 69 drumsticks, and 60 

Malabar spinach. Reduce overfitting and manage data with 

complex relationships with the help of RF, an ensemble 

learning technique. When it comes to classifying spinach 

leaves, the RF model was just as accurate as KNN. Support 

Vector Machine (SVM) produced somewhat better results 

than its forerunners in detecting 58 amaranth leaves, 66 black 

nightshades, 68 curry leaves, 70 drumstick leaves, and 63 

Malabar spinach. When it comes to high-dimensional data 

and identifying the best hyperplane to separate classes, 

support vector machines (SVMs) shine. The bulk of spinach 

leaves were better handled by SVM than by KNN and RF, the 

other two models that were examined. Last but not least, the 

Neural Network (NN) model completed the most successful 

leaf classifications of all the algorithms: 68 Malabar spinach, 

65 Amaranth leaves, 66 black nightshades, 69 Curry leaves, 

and 70 Drumstick. One subfield of deep learning, neural 

networks (NNs) teach themselves complex patterns by sifting 

through data using vast networks of linked neurons. When it 

came to accurately classifying the plant species, NN scored 

best, demonstrating its ability to understand complicated 

relationships in data as shown in Fig. 7. When it comes to 

classifying plant species, KNN, RF, and SVM all did decent 

jobs, but the Neural Network model stood out in every regard. 

The specific limitations of the classification task, including 

computational efficiency, dataset complexity, and 

interpretability, could determine the approach that is chosen. 

  

Fig. 7. Comparison of spinach leaf classification 

TABLE VI.  NUMBER  OF CORRECTLY CLASSIFIED  IMAGES   

Methods 

T
y

p
e
s 

o
f 

S
p

in
a

c
h

 

L
ea

v
e
s 

 KNN RF SVM NN Total 

AL 59 55 58 65 237 

BN 66 66 66 66 264 

CL 67 66 68 69 270 

DL 70 69 70 70 279 

MSL 65 60 63 68 256 

∑ 327 316 325 338 1306 

 

The K-Nearest Neighbors (KNN) algorithm successfully 

detected 327 images of spinach leaves. For spinach leaves, 

the Support Vector Machine (SVM) achieved 325 correct 

classifications, but Random Forest (RF) achieved 316. The 

Neural Network (NN) model outperformed all other tested 

models with 338 correct classifications for images of spinach 

leaves. The percentage of people who were able to accurately 

identify plant species also varied. The following leaf types 

were accurately identified: amaranth (237), black nightshade 

(264), curry (270), drumstick (279), and Malabar spinach 

(256). The highest number of plant species successfully 

identified was Drumstick leaves (279), indicating that their 

classification performance was rather constant across all 

methods are shown in Fig. 8. This finding is noteworthy. In 

conclusion, the Neural Network (NN) outperformed the other 

approaches in terms of the total number of right 

classifications for images of spinach leaves. Although the 

algorithms' exact plant species designations varied, 

Drumstick leaves consistently ranked first in both accuracy 

and quantity of correct classifications. 

 

Fig. 8. Classification performance of methodologies 
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Among the many leaves misclassified by the KNN 

algorithm were those of 7 amaranth plants, 9 black nightshade 

plants, 1 curry plant, zero drumstick plants, and 6 Malabar 

spinach plants. In 9 instances of Malabar spinach, 11 of black 

nightshade, 3 of curry, one of drumstick, and 11 of amaranth 

leaves were erroneously identified by the RF algorithm. 

According to the results of the support vector machine 

analysis, there were 10 cases of Malabar spinach, 8 instances 

of amaranth leaves, 4 cases of black nightshade, 3 cases of 

curry leaves, and zero cases of drumstick leaves that were 

incorrectly recognized shown in Table VII. Finally, the NN 

model erred four times when it misidentified amaranth leaves, 

two times when it misidentified curry, once when it got 

drumstick wrong, and three times when it got Malabar 

spinach wrong. Results show that the algorithms' 

misclassification rates varied between plant kinds. When 

compared to other models, the NN model reduced the number 

of misclassifications among all plant species are shown in 

Fig. 9. Despite often variable results, SVM outperformed 

KNN and RF in drumstick leaf classification concerning 

accuracy and error-free classification. On the other hand, they 

were far more likely to identify most plant species 

mistakenly. 

TABLE VII.  NUMBER OF WRONGLY MISCLASSIFIED IMAGES  

Methods 

T
y

p
e
s 

o
f 

 S
p

in
a

c
h

 

L
ea

v
e
s 

 KNN RF SVM NN Total 

AL 7 11 8 4 30 

BN 9 11 4 2 26 

CL 1 3 3 2 9 

DL 0 1 0 1 2 

MSL 6 8 10 3 27 

∑ 23 34 25 12 94 

 

 

Fig. 9. Comparison of models misclassification spinach leaf images 

The KNN algorithm misclassified 23 spinach leaf 

varieties. SVM and RF algorithms misclassified 25 and 34 

spinach leaf pictures, respectively. Only 12 spinach leaf 

pictures were misclassified by the NN model. Each algorithm 

misclassified plant species differently. The most 

misclassified leaves were amaranth (30), black nightshade 

(26), curry (9), drumstick (2), and Malabar spinach (27). Only 

two Drumstick leaves were misclassified by all algorithms, 

showing that this species performed well. Although the 

Neural Network (NN) model had the fewest false answers for 

spinach leaves, other techniques generated varied percentages 

of wrong answers for plant species photos. Only 2 Drumstick 

leaf occurrences were wrongly recognized across all 

algorithms, proving its consistent categorization 

performance. This analysis indicates that misclassification 

rates and plant species identification accuracy are significant 

when comparing algorithms. The NN model outperformed 

the other algorithms in accuracy and misclassifications when 

detecting spinach leaf photos. 

B. Result Analysis for Prediction  

"Prediction" refers to an outcome of an approach that has 

been trained on actual data and executed on new data, when 

predicting the likelihood of a specific outcome [64]. In 

contemporary society, the development of resources and 

innovations is speeding up every day. Artificial Neural 

Networks (ANN) are the foundation of the Bayesian 

Enhanced Approach (BEA) predictive method for 

unpredictable enduring combinations of events [56][57]. The 

illustration, which relates to Artificial Neural Networks, was 

created employing a Python script that utilizes the employ of 

the Pytorch library. Using a Random Forest method for 

disease detection has been proposed. It performs better than 

DT (Decision Tree) and SVM (Support Vector Machine) 

when using the same classifier on the same dataset. With an 

accuracy of 80.56%, DT (Decision Tree) and SVM (Support 

Vector Machine) methods of classification are outperformed 

by it [58]. The survey found a research gap in the area of 

disease detection because there have been many methods 

proposed, but most of them are less accurate than others [59]. 

Google-Colab's testing for accuracy, precision, recall, and F1-

score to leaf disease detection by using Logistic Regression 

and XGBoost models were got 94.89% and 79.37% [60] In 

this research analysis we took 30% of testing data through the 

‘import image ‘widget. These images are passed to the ‘Image 

Embedding’ widget so we took the VGG16 embedder with 

16-layer image recognition models trained on ImageNet to 

extract the features of test images. Then we evaluated the 

prediction values by combining the classified images of the 

training set using SVM, RF, KNN, and Neural Network 

classification models and feature-extracted test images 

through the ‘Prediction’ widget of the orange data analysis 

tool [61][62]. 

The evaluation metrics that consider the total amount to 

which the models can categorize images of spinach leaves are 

recall, precision, F1 Score, and area under the curve (AUC). 

The models' accuracy across different classification 

thresholds (AUC), precision in detecting positive values 

(precision), and recall (recall) in locating all relevant 

occurrences (recall) can be understood by adding together 

these metrics. By assessing the classification models across 

several parameters, the different assessment metrics 

guarantee a thorough comprehension of their performance. 

Considering the intricacies of recall, precision, and the 

balance between the two (F1 Score), these accuracy metrics 

offer a thorough assessment of the models' capacity to 

correctly categorize images of spinach leaves[63]. Because 

they show us how effectively the algorithms distinguish 

between positive and negative instances, these metrics are 

critical for completely validating the classification models are 

shown in Table VIII. 
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TABLE VIII.  PREDICTED VALUES WITH ERROR LOSS FOR ALL CLASSES  

Spinach leaves 

Error rate 

Random 

Forest 
SVM 

Neural 

Network 
KNN 

Malabar Spinach 0.081 0.061 0.001 0.277 

Drumsticks leaves 0.086 0.019 0.001 0.000 

Curry Leaves 0.045 0.031 0.001 0.498 

Black Nightshade 0.100 0.007 0.007 1.000 

Amarantha leaves 0.005 0.088 0.008 1.000 

TABLE IX.  PREDICTION ACCURACY OF ALL CLASSES OF SPINACH 

LEAVES 

Model AUC CA 
F1-

Score 
Precision Recall MCC 

Random 

Forest 
97.90 86 86 87.60 86 82.90 

SVM 99.80 94.70 94.60 95 94.70 93.40 

Neural 

Network 
99.90 96 96 96.20 96 95.10 

KNN 97.60 95.30 95.30 95.80 95.30 94.30 

 

The performance score of all Parameters is shown in 

Table VIII and Table IX, using the ‘Data Table’ widget to 

display them correctly and wrongly predicted images with 

labels using different classifiers. In the prediction, using 

different classifiers to predict the images with labels in the 

above Table IX. Neural Network classifier had a high 

accuracy of 96% and Random Forest had a low Prediction 

accuracy of 86% in spinach leaves prediction. KNN classifier 

achieved 95.3% and SVM got 94.7% accuracy in prediction. 

At the same time, the F1 score of Neural Network is 96% and 

Random Forest is 86% in this spinach prediction study. 

Precision and Recall values of Neural Networks are 96.2% 

and 96% which is high compared with other models. We 

evaluated the prediction result through the confusion matrix 

with parameters [65] of TP, TN, FP, and FN of predicted 

values of spinach leaves. In this confusion matrix of predicted 

values diagonal matrix produces correct predicted values and 

the non-diagonal matrix produces wrongly predicted values 

of spinach leaves. It is shown in Table X to Table XIII. 

In the confusion matrix (Table X, Table XI, Table XII, 

Table XIII), curry leaves, Drumstick leaves and Malabar 

leaves have highly correctly predicted values of 100% 

compared with other leaves using the KNN model. In 

comparison, Black Nightshade and amaranth leaves have low 

correctly predicted values of 87.9% and 90.9%. At the same 

time, Curry leaves and Malabar spinach had highly wrongly 

predicted values of 3% and 9.1% while other leaves were 

100% correctly predicted. In the confusion matrix, Malabar 

Spinach, Drumstick leaves and Curry leaves had highly 

correctly predicted values of 100% compared with other 

leaves using the Neural Network model. In comparison, 

Amaranth Leaves and Black nightshade leaves had low 

correctly predicted values of 90.9% and 90.3% as shown in 

Table XI. The Random Forest model exhibited an accuracy 

rate of 63.4% for Amaranth leaves, 93.1% for Black 

Nightshade, 100% for Curry leaves, and 86.4% for Malabar 

Spinach leaves. On the other hand, the SVM model got 90.6% 

accuracy for Amaranth, 88.2% for Black Nightshade, 100% 

for Curry, and 96.2% for Malabar Spinach. These results 

demonstrate that the SVM model outperformed the Random 

Forest model in predicting the types of leaves, except for 

Black Nightshade is shown in Table XIII. It is worth 

mentioning that both models accurately predicted Curry and 

Drumstick leaves, which may suggest that these two types 

possess distinct and distinctive characteristics. 

TABLE X.  CONFUSION MATRIX FOR PREDICTED VALUES USING KNN 

Predicted 

A
c
tu

a
l 

 AL BN CL DL MSL ∑ 

AL 90.9% 0% 0 0 0 30 

BN 3.0% 87.9% 0 0 0 30 

CL 0 3.0% 100% 0 0 30 

DL 0 0 0 100% 0 30 

MSL 6.1% 9.1% 0 0 100% 30 

∑ 33 33 29 30 25 150 

TABLE XI.  CONFUSION MATRIX FOR PREDICTED VALUES USING NN 

Predicted 

A
c
tu

a
l 

 AL BN CL DL MSL ∑ 

AL 90.9% 0% 0 0 0 30 

BN 6.1% 90.3% 0 0 0 30 

CL 0 3.2% 100% 0 0 30 

DL 0 0 0 100% 0 30 

MSL 3.0% 6.5% 0 0 100% 30 

∑ 33 31 29 30 27 150 

TABLE XII.  CONFUSION MATRIX FOR PREDICTED VALUES USING RF 

Predicted 

A
c
tu

a
l 

 AL BN CL DL MSL ∑ 

AL 63.4% 3.4% 0 0 13.6% 30 

BN 7.3% 93.1% 0 0 0 30 

CL 4.9% 3.4% 93.1% 0 0 30 

DL 0 0 3.4% 100% 0 30 

MSL 24.4% 0 3.4% 0 86.4% 30 

∑ 41 29 29 29 22 150 

TABLE XIII.  CONFUSION MATRIX FOR PREDICTED VALUES USING SVM 

Predicted 

A
c
tu

a
l 

 AL BN CL DL MSL ∑ 

AL 90.6% 0 0 0 3.8% 30 

BN 0 88.2% 0 0 0 30 

CL 0 5.9% 100% 0 0 30 

DL 0 0 0 100% 0 30 

MSL 9.4% 5.9% 0 0 96.2% 30 

∑ 32 34 28 30 26 150 

 

At the same time, Black Nightshade had highly wrongly 

predicted values of 6.1% and 6.5% while Malabar spinach 

had low wrongly predicted values of 3% are shown in Table 

X and Table XI. The comparative analysis of all models in 

each spinach leaf prediction accuracy is shown in Table XIV. 

TABLE XIV.  COMPARISON OF MODELS' PREDICTION ACCURACY  

Spinach leaves types/ Models KNN RF SVM NN 

Amarantha Leaves 90.9% 63.4% 90.6% 90.9% 

Black Nightshade 87.9% 93.1% 88.2% 90.3% 

Curry Leaves 100% 93.1% 100% 100% 

Drumstick Leaves 100% 100% 100% 100% 

Malabar Spinach Leaves 100% 86.4% 86.4% 100% 

 

The chart clearly shows in Fig. 10 that the KNN and NN 

models accurately predicted the emergence of Curry, 

Drumstick, and Malabar Spinach leaves. Furthermore, KNN 

achieved an impressive 90.9% accuracy rate when predicting 

Amaranth leaves. Also, the SVM model did a fantastic job; it 

predicted Curry and Drumstick leaves with a perfect score of 

100% and Malabar Spinach with a score of 96.2%. However, 
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it was 88.2% accurate for black nightshade leaves and just 

90.6% accurate for amaranth leaves. Despite achieving 100% 

accuracy for Drumstick leaf predictions, the RF (Random 

Forest) model was the least accurate with a total accuracy of 

63.4% for Amaranth leaf projections. Generally speaking, the 

SVM model performed adequately when it came to 

forecasting Curry, Drumstick, and Malabar Spinach leaves. 

On the other hand, the KNN and NN models showed 

consistency in producing the best results for all leaf kinds. 

When compared to its rivals, the RF model was much behind. 

 

Fig. 10. Comparative analysis of prediction accuracy 

When looking at Table XV how well do different machine 

learning models predict different kinds of leaves, it's clear that 

they're not all created equal. Findings demonstrated that the 

K-Nearest Neighbors (KNN) model accurately classified 29 

black nightshade plants, 30 drumstick plants, 25 Malabar 

spinach plants, and 30 amaranth plants. However, out of all 

the models tested, the Random Forest (RF) model identified 

20 cases of Malabar spinach, 29 cases of drumstick, 25 cases 

of curry, and 28 cases of black nightshades accurately. The 

SVM model accurately predicted the outcome with 29 

amaranth leaves, 30 black nightshades, 28 curry, 30 

drumsticks, and 25 Malabar spinach. In the end, the NN 

model got 31 amaranth leaves, 28 black nightshade leaves, 29 

curry leaves, 30 drumstick leaves, and 27 Malabar spinach 

correctly. When it comes to predicting the different kinds of 

leaves, every model has its advantages and disadvantages. 

While the RF model performed better with curry and 

drumstick leaves, the KNN model flopped with Malabar 

spinach. The SVM model maintained its high level of 

performance regardless of the type of Spinach leaf as shown 

in Fig. 11. While the NN model performed poorly on Malabar 

spinach and black nightshade, it excelled on drumstick and 

amaranth leaves. 

TABLE XV.   PREDICTION OF THE NUMBER OF  SPINACH LEAVES   

Spinach leaves types/ 

Models 
KNN RF SVM NN Total 

Amaranth Leaves 30 28 29 30 117 

Black Nightshade 29 27 30 28 114 

Curry Leaves 29 25 28 29 111 

Drumstick Leaves 30 29 30 30 119 

Malabar Spinach Leaves 25 20 25 27 97 

∑ 143 129 142 144 558 

 

By correctly predicting 143 images of spinach leaves, the 

K-Nearest Neighbors (KNN) model showcased remarkable 

performance in classification. With 142 accurate predictions 

of spinach leaves, the Support Vector Machine (SVM) model 

came in second place. The Random Forest (RF) model 

achieved remarkable performance with 129 spinach leaf 

photographs accurately predicted, while the Neural Network 

(NN) model achieved the same feat with 144 images. The 

amount of correctly anticipated images changes when looking 

at different types of leaves. The KNN model accurately 

predicted 176 different kinds of leaves, including 117 

Amaranth, 114 Black Nightshade, 111 Curry, 119 Drumstick, 

and 97 Malabar spinach.  

 

Fig. 11. Comparison of prediction performance of models 

The NN model's exceptional performance in accurately 

predicting 119 drumstick leaves demonstrated its exceptional 

ability to classify this specific type of leaf. The NN model 

outperformed all others when it came to predicting images of 

spinach leaves. It may be difficult to select the optimal model 

due to the trade-offs between category accuracy and the type 

of leaf being recognized. It is crucial to find the optimal 

model for the task, and the outcomes demonstrate that all of 

the models perform adequately when it comes to forecasting 

images of spinach leaves. 

The accuracy and misclassification rates of the machine 

learning models differed when tested on various kinds of 

leaves. Aside from missing Malabar spinach leaves, three 

kinds of amaranth leaves, four types of black nightshade 

leaves, curry leaves, and drumstick leaves, the K-Nearest 

Neighbors (KNN) model got 3 types of amaranth leaves 

wrong as shown in Table XVI. 

TABLE XVI.  WRONGLY PREDICTION OF THE NUMBER OF  SPINACH 

LEAVES 

Methods 

S
p

in
a

c
h

 l
ea

v
e
s 

ty
p

e
s  KNN RF SVM NN Total 

Amarantha Leaves 3 11 3 3 20 

Black Nightshade 4 6 4 3 17 

Curry Leaves 0 3 0 0 3 

Drumstick Leaves 0 1 0 0 1 

Malabar Spinach 

Leaves 
0 0 1 0 1 

∑ 7 21 8 6 42 
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On the other hand, the RF model failed miserably at 

identifying any of the following: (3) curry leaves, (11) 

amaranth leaves, (6) black nightshade leaves, and (5) 

drumstick leaves. The SVM model got three amaranth leaves 

wrong, 4 Black Nightshade right, zero curry wrong, zero 

drumstick wrong, and one Malabar spinach wrong. The NN 

model got 3 Amaranth wrong, 3 Black Nightshade wrong, 0 

curry wrong, 0 drumstick wrong, and 0 Malabar spinach 

wrong. The KNN model made a mistake seven times, the RF 

model twenty-one times, the SVM model eight times, and the 

NN model six times when it came to spinach leaf shots. By 

breaking the results down by leaf type, we can see that the 

model's accuracy in classifying particular leaves varied. 

Twenty times in one experiment, KNN, eleven times in 

another, three times in the third, and three times in the second 

mislabeled amaranth leaves. In addition, NN was shown to be 

responsible for three misclassifications, KNN for 17, RF for 

6, and SVM for 4. A ROC curve [67] performance of the 

prediction model at all classification thresholds. The 

prediction performance Curve is shown in Fig. 12(a)-(e) with 

comparisons of all models. 

The Receiver Operating Characteristic (ROC) diagram is 

a visual depiction of the performance of a binary 

classification system. The trade-off between sensitivity (the 

actual positive rate) and specificity (the true negative rate) is 

shown at different threshold levels. Above, you can see a 

ROC diagram showing the performance curves of several 

classifiers. Curves like these encompass Neural Networks, 

Random Forests, SVM, and KNN. The graphic shows convex 

ROC curves, which provide insight into the classification 

performance of each model. Furthermore, by displaying the 

convex hull of the ROC curves, emphasizes the general limits 

of categorization and the performance of the model. The 

underlined ROC curve shows the classification performance 

at the default threshold value of 0.5. Data on average true 

positive and false positive rates at various threshold values 

are also shown, along with the models' classification 

performance at various decision boundaries. The 

performance line goes into greater detail about how different 

classification decisions affect the bottom line. Examining the 

ROC curves provides a clearer picture of the models' capacity 

to distinguish between positive and negative instances. To 

compare the classifiers' efficacy in classifying images of 

spinach leaves, we may utilize the ROC diagram, which 

provides a comprehensive visual depiction of the classifiers' 

performance using the true positive and false positive rates at 

different decision thresholds. 

IV. DISCUSSION 

The place of work was free and open-source, and we used 

an image analytics tool. The strategy takes advantage of 

Orange, a visual programming framework for data mining, 

and makes use of its ability to build interactive visualizations, 

workflows, and data models. Computing circumstances, 

especially those based on Python and enhanced alongside 

deep learning frameworks like TensorFlow [68], PyTorch 

[69], and Keras [70], are excellent at supporting 

contemporary image insights. Although the aforementioned 

resources ought to be favored by any sophisticated user or 

statistics scientist, Orange seeks to enhance these toolboxes 

by offering a user-friendly and collaborative platform that 

keeps supplying an extensive number of capabilities and 

perhaps customized to particular requirements using 

Visualization and the creation of routines tailored to certain 

issues.  

Images may be easily imported into the Orange data 

mining environment with this comprehensive guide [71]. A 

detailed explanation of how to load the photos for 

classification using the 'Image analysis' add-on and the 

'Import image' widget should be included in this. For feature 

extraction from the photos of spinach leaves, the article has 

to go into detail on the particular pre-trained Deep 

Convolutional Neural Network (DCNN) embedding methods 

used, such as Squeeze Net, Inception V3, and VGG16. A 

thorough rundown of how deep learning classifiers, 

supervised and unsupervised machine learning classifiers, 

and features retrieved through embedded images are utilized 

for categorizing spinach leaves [72]. An explanation of the 

Orange workflow, including details on the widgets used and 

why they were connected to load, embed, and classify the 

images. 

Anyway, The visual statistical techniques of Orange are 

designed to analyze smaller image sets with image 

embedding as the initial step using a deep network that has 

already been trained. Data pretreatment is essential to 

Orange's data mining tool for analysis and model building. 

One can perform several data preparation tasks using the 

tool's widgets and actions. Orange handles data loading, 

cleaning, transformation, feature engineering, imputation, 

sampling, and machine learning integration. SQL databases, 

Excel, and CSV files can be imported using Orange's "File" 

widget. With this widget, the Orange canvas may quickly be 

loaded with structured data [73]. The "Data Table" widget is 

ideal for data cleansing. The dataset can be manually cleaned 

for missing values, outliers, inconsistent data, and extraneous 

features, including imputation, deleting irrelevant variables, 

and normalizing. For dataset transformation, Orange offers 

"Normalize," "Discretize," and "Select Columns" widgets, 

among others. Normalization, discrete category conversion, 

and attribute selection widgets simplify statistical analysis 

[74]. 

Engineers can utilize widgets like "Feature Constructor" 

and "Feature Subset" to create new features. Adding 

attributes, merging features, and selecting features improves 

the dataset's prediction capabilities. Orange's "Impute" 

widget offers prediction, mode, median, and mean imputation 

for missing data. This helps with missing data concerns. 

Orange's data sampling and splitting widgets enable cross-

validation and train-test splits as shown in Table XVII. The 

"Data Split" and "Data Sampler" widgets manipulate data 

splitting for model training and evaluation. Orange's seamless 

integration of data pretreatment and machine learning lets 

users link preprocessed information to widgets for model 

creation and evaluation. This allows model creation and data 

preparation in one spot. So overall Orange workflow on 

Spinach leaves classification and prediction using SVM, 

KNN, RF, and NN are performed well. Still, Neural Network 

had a high classification accuracy value of 96.6% True 

positive rate of Recall value is 99.4%. The quality of the 

positive prediction to precision value is 99.3%.  
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(c) (d) 

 
(e) 

Fig. 12. (a) ROC analysis for Amaranth leaves using a prediction model, (b) ROC Analysis for Balack Nighshade  using a prediction model, (c) ROC Analysis 

for Curry  leaves using a prediction model, (d) ROC Analysis for Drumstick  leaves using a prediction model, (e) ROC Analysis for Malabar Spinach leaves  

using a prediction model 
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TABLE XVII.  A NUMBER OF SPINACH LEAVES DATASETS ARE USED IN 

THE TRAINING AND TESTING PHASES 

Spinach leaves types Training 

Dataset 

Test 

Dataset 

Total  

Malabar Spinach  70 30 100 

Drumstick Leaves  70 30 100 

Curry Leaves 70 30 100 

Black Nightshade 70 30 100 

Amaranth Leaves 70 30 100 

Total 350 150 500 

 

The combination of precision with recall gives the F1-

Score for correct prediction in the overall dataset 99.3% for 

all Spinach leaves in this study. prediction value of 96.2%. 

other models attained below 95% Accuracy in the 

classification of five classes of spinach leaves. Based on the 

confusion matrix, comparing all models to classification 

Neural Network was classified 338 images correctly in five 

groups of spinach leaves [75] and 12 images only wrongly 

classified but we took a minimum of 350 images of the dataset 

for this classification with four classifier models. After the 

classification, these images were passed to the prediction with 

a new test data set. Compared with all models Neural 

Network has 96% highest prediction percentage for all 

spinach leaves. F1-score, Precision, and Recall values of the 

Neural Network are 96%,96.2%, and 96% and Neural 

Network and KNN models have 100% Recall values to 

predict the Amaranth leaves. F1-Score and precision score all 

so got the same value by using KNN (K-Nearest Neighbour) 

and NN (Neural Network) in Amaranth leaves. In Black 

Nightshade, SVM secures a high F1-score value of 93.8% and 

Random Forest finds a high precision value of 93.1%. On the 

flip side, SVM (Support Vector Machine) got a high Recall 

value of 100% compared to other models. NN (Neural 

Network) and KNN achieve a higher F1-score of 98.3% and 

apart from RF, other models hit 100% in precision with Recall 

values of NN and KNN is 96.7% in the Curry Leaves 

prediction. In Drumstick leaves, 100% of F1-Score and 

Recall were achieved by SVM, NN, and KNN models with 

all the models achieving 100% precision value in prediction. 

Neural Network only has high F1-Score, Precision, and 

Recall values in Malabar spinach leaves. So, 144 images were 

correctly predicted and only 6 images were wrongly predicted 

by Neural Network compared with other classifier models in 

the spinach leaves in the study. 

V. CONCLUSION 

We studied the classification of spinach leaf varieties in 

depth using large machine-learning datasets. With scores 

above 97%, Neural Networks, 93% for Support Vector 

Machine (SVM) and k-Nearest Neighbor, and 90% for 

Random Forest were the four primary algorithmic approaches 

to prediction. The dataset is too large for Support Vector 

Machines (SVMs) and k-Nearest Neighbors to effectively 

forecast the optimal version of spinach leaves, while neural 

networks' hidden layers perform better. The 96.6% accuracy 

rate of the Neural Network (NN) in identifying spinach leaves 

in images is far higher than that of earlier approaches. We also 

used SVM, RF, and KNN classifiers to assess the model's 

performance; each had different levels of success. We 

contrast our models' performance and accuracy rates to show 

that they can distinguish between various spinach leaf kinds. 

By analyzing the differences in accuracy across different 

spinach leaves, we can see how well the models perform in 

detecting these leaves, and so provide a comprehensive 

assessment of performance. We evaluated the amount of 

spinach leaves that were detected properly and incorrectly to 

assess the effectiveness of the models. Consequently, we have 

a better grasp of the models' capacity to differentiate between 

various spinach leaf kinds. By comparing the models on 

different spinach leaves, we can see their strengths and flaws. 

Analyzing things in comparison covers all the bases. Further 

down the lane, this work may be further extended towards 

disease detection and we already had collected visual Spinach 

leaf datasets from agricultural sectors as built-in datasets were 

not available online. The advanced Deep learning and object 

detection methodologies will be used to detect disease 

detection is vital as it ensures the edibility of the population 

that consumes it. Moreover, we will use the Internet-of-

Things (IoT) method to take clear images of spinach leaves 

from agricultural land to perfect disease detection and 

classification. 
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