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Abstract—In the realm of robotics research, there is a strong
focus on trajectory planning and control, driven by the increasing
need to integrate robots across diverse industries. Drawing on
the traditional Artificial Potential Field (for short, APF) method
for path planning, the author proposes modifications on the force
field calculation functions and time coefficients. These proposed
functions improve the robot arm’s movement to better interact
with identified obstacles, regardless of distance conditions. This will
help reduce calculation time compared to traditional methods. The
research aims to enhance the operational system of the manipulator
by developing an external program that interfaces with the central
controller. The program guides the robot arm to follow a specific
path using the Differential Inverse Kinematics (for short, DIK)
method to ensure the smoothness of trajectory tracking. Facing the
issue of the invertibility of the Jacobian matrix, the research team
addressed it by adding a Moore–Penrose right pseudoinverse of the
Jacobian and avoiding the shock velocity around the singularity
using a Damping Constant technique. In this research, the proposed
APF is validated and compared to the traditional method using
MATLAB. The DIK method utilizes the optimal path from previous
to control the Yaskawa MotoMINI manipulator - the physical robot
arm system.

Keywords—Trajectory Planning; Tracking Control; Differential
Inverse Kinematics; Obstacle Avoidance

I. INTRODUCTION

Manufacturers of robotic arms are developing integrated
packages in their controllers [1] to assist users in path-planning
by enabling them to ”teach” the required coordinates [2],
selecting trajectories, and offering user-friendly programming
features to create a sequence of tasks for the manipulator [3]–[5].
Morover, the central controller allows communication with other
devices via Ethernet, enabling users to connect and control the
robot with a personal computer and expand it with cameras and
computer vision algorithms [6]. However, teaching points and
robot control using available functional packages are challenging
for complex environments [7], and the communication packets
only offer position control levels [8], resulting in latency and
reduced flexibility. This paper aims to develop a computer

program to solve trajectory planning and tracking control robot
with low-latency communication. The computer and the central
controller communicate via ROS, an open operating system with
manufacturer-provided data packages [9], [10]. ROS assists users
in creating an efficient communication environment and enables
robot control at high speeds through the central controller [11].

Trajectory planning phase is a significant challenge in deter-
mining the best movement sequence [12] for a robot to reach
its target without encountering obstacles [13], [14] in natural
working environments. The path must meet the requirements
for both optimal movement time [15] and total distance in other
to conserve energy [16], [17]. Currently, this is a significant
focus of research and experimental testing to ensure it meets the
needs of robotic systems, such as 6-DOF. Common algorithms
such as Rapidly-exploring Random Tree (RRT) [18]–[24], Fast
Marching Tree (FMT) [25]–[30], as well as methods that utilize
powerful algorithms in machine learning, such as Reinforcement
Learning (RL) [31]–[33] and Artificial Neural Network (ANN)
[34]–[38].

RRT and FMT are probabilistic sampling algorithms suc-
cessfully developed and applied in planning phase. The core
operation of these algorithms involves working on a randomly
initialized map with lots of movable ”nodes” [39]. The process
begin at the start node and expands by connecting to the other
within a given radius, similar to ”tree branches”, until it reaches
the target node [40]. These algorithms effectively exploit the
working environment without establishing obstacle positions
based on the robot’s configuration [41]. However, they need
help finding paths in unstructured environments with numerous
random obstacles [42]. Additionally, an excessive number of
nodes or an inappropriate choice of exploration radius can lead to
reduced computation speed and convergence [23]. Research on
these algorithms often focuses on improving search capabilities
and convergence or combining them with other algorithms for
higher efficiency. Qingyang Gao [18] used the RRT and the Back
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Propagation (BP) optimization algorithm to find the optimal
path for controlling a humanoid system. Their results were
significantly reduce the number of connection points in the
trajectory compared to the basic algorithm. However, this method
required a large amount of training data for the best model,
and the trajectory generated was not smooth. Ying-Hao Yu [30]
introduced the Slice-based Heuristic technique into the FMT
algorithm for controlling the Human–robot Collaboration system.
This research aims to reduce computation time and eliminate
the need for prior knowledge of the working environment while
still avoiding obstacles. However, the resulting path is too long
and not smooth.

APF is a path-planning method that utilizes virtual force
fields placed at key points in the working environment [43],
[44]. These fields exert attraction and repulsion forces to guide
the robot along a safe path [45], [46]. The Attraction force field
pulls the robot toward the target point, while the Repulsion
force field pushes the robot away from obstacles to prevent
collisions. The APF was first proposed by Khalib in 1985 for
systems such as autonomous cars and self-driving ships [47]. In
systems with multiple operating devices, APF demonstrates
its capability by forming various potential fields at critical
points [48], [49], bringing efficiency and high safety to complex
industrial operating systems [50].

The research conducted by Hao Li and his team showcased
the computational efficiency and feasibility of the Artificial
Potential Field (APF) algorithm for robotic manipulators [51].
This was demonstrated through simulations on a system with
the plate number 3-DOF. Many publications have proposed
enhancements and variations of the traditional APF due to its
simple structure and low computational cost. For instance, Min
Zhuang combined APF with the A* algorithm to shorten the
travel distance for apple-picking robots [52]. At the same time,
in 2023, Xinkai Xia [53] introduced another variant called
the Velocity Potential Field (VPF) for obstacle avoidance path
planning. The velocity-based approach is particularly suitable
for high-precision applications such as human-robot interaction
and medical robotics as it offers improved safety in control.

We have identified shortcomings in the mathematical functions
and distance conditions used in the classical Artificial Potential
Field (APF) method. These impact the quality of generated
paths, causing abrupt changes in trajectory and oscillations near
obstacles. We propose using alternative mathematical functions
without distance conditions for the attractive and repulsive force
fields, and mention changes in the math function of iteration to
reduce computational time.

In the next phase, the tracking control supervises the robot’s
movement along a predefined trajectory. Passive control at
the position level leads to movement errors [54]. Using an
external position-level controller requires constant monitoring
and causes significant control delays [55]. The experimental
setup utilizes the YRC1000Micro controller to manage the

Yaskawa MotoMINI robot arm via Ethernet, mainly using a
UDP-based protocol [56]. Nonetheless, a smooth and precise end
effector motion encounters significant limitations. The research
by Sana Baklouti reveals conventional position control delays
up to 0.78s (>0.6s) [57]. This delay timeframe is unsuitable
for real-time communication, in which the transmitted packets
accounting for nearly 70% of the delay. Thus, an overreliance
on position-level control packages may pose challenges that
must be addressed:

• Limited Motion Planning: The controller’s inability to
handle complex motion planning online. Online planning
method allows real-time adjustments based on sensor’s feed-
back [58], which is crucial for tasks requiring adaptation
[59]. Position-level control necessitates pre-programmed
paths, limiting the robot’s ability to respond to the dynamic
situations.

• Inflexibility for Complex Kinematics: Many robotic ma-
nipulators have complex kinematic structures, leading to
multiple joint configuration and/or solutions to achieve
a desired end-effector pose [60]. Traditional position
control, which relies on pre-computed inverse kinematics,
struggles with selecting the optimal solution amidst these
nonlinearities. This inflexibility can lead to an inefficient
motion or even a failure to reach specific poses in an
adaptive planning environment [61].

• Inability to Address Time Constraints: Real-world applica-
tions often have specific time constraints for completing
tasks [62], [63]. Position control offers limited control over
the time it takes for the robot to reach a designated position.
This lack of fine-grained control over motion speed makes
it challenging to guarantee task completion within a desired
time frame [64].

DIK is a velocity-level manipulator control technique used
to replace complex traditional control methods. This technique
helps to overcome the disadvantages of solving robot kinematic
problems. To improve the control accuracy and overcome the
problem of increased velocity when the manipulator passes
through singular points, we propose to enhance the Close-loop
controller and the Damping Constant technique.

The research contributions is: developing a fast and accurate
path-planing algorithm that operates in real-time and establishing
communication with the manipulator’s central controller in
minimal delay to ensure precise trajectory tracking control. From
our analysis of various methods, we combine the proposed APF
and DIK techniques for the manipulator control program. Our
research focus on creating the integrated solutions for computer-
controlled robot systems while maintaining high accuracy and
real-time communication. We provide further details on the
method enhancements in the following sections.

The remaining part of this article presents the contents in the
following order: In section 2, we will introduce the manipulator
structures and ROS system for seamless data communication
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with the central controller. The impactful changes implemented
within the Artificial Potential Field are highlighted in section 3.
In section 4, the process of creating a control system is outlined,
which is based on Differential Inverse Kinematics. This system
is designed to calculate and execute precise control of the robot
arm. Section 5 will showcase the results and thoroughly assess
trajectory formation, tracking errors, and program response
simulation. Finally, section 6 concludes the article and outlines
future development plans.

II. SYSTEM DESCRIPTION

The MotoMINI Robot, shown in Fig.1 and Table I, features six
revolute joints, which can provide high acceleration capabilities
and excellent performance. This versatile robot is commonly
used for factory assembly, packaging, and sorting operations.
With a maximum payload of 0.5 kg and a reach of up to
350 mm, the MotoMINI is well-suited for collaborative tasks
such as assembly, product inspection, and classification. This
product weights only 7kg, suitable for installation in confined
spaces and is easy to maneuver. The MotoMINI stands out
among other robots in its segment, boasting speeds that are 20%
faster alongside exceptional processing capabilities, resulting in
significantly enhanced operational efficiency.

To operate this robotic system, the software built on the
ROS must handle communication tasks and control task. The
control loop involves a computer running ROS Nodes and
the YCR1000micro central controller equipped with integrated
firmware running ROS1-MotoROS. In this process, offline path
planning and computation are carried out by MATLAB software,
while the robot’s kinematic algorithms for control are computed
in real time at a rate of 40 Hz. The planned trajectory is stored
as a data file in the computer’s hard drive for easy access by
programs in the ROS ecosystem, which then engage in post-
processing and initiate the control process. Fig. 1 depicts an
overview of the system connections. In which:

• Finding the best path: Using the improved APF proposals
to find the trajectory between two points without collision
with obstacles in nature working environment.

• The “data file”: contains the pre-planned path data, includ-
ing the coordinates of each point along the trajectory in
the (pe,∆t) motion configuration. Each line in the file
corresponds to one point on the path.

•“Path Planning Input” Node: converts the (pe,∆t) motion
configuration to the (pe,ve) format. The node then further
divides the points along the path into individual points with
a time interval of 25ms (corresponding to 40Hz) between
two consecutive points to create a smooth trajectory for
the controller. The node also configures the requirements
for the robot and the settings for generating control values
for the robot.

•“Smooth Trajectory Generation” Node: the main node
responsible for inverse kinematics calculations and sending

Fig. 1. An overview of the control process diagram.

control signals to the robot.
•“Motoman ROS” Node: contains nodes related to com-

munication between the ROS nodes on the PC and the
YRC1000micro firmware to update the status and receive
control commands related to the robot, known as the
Motoman ROS Driver.

TABLE I. MOTOMINI PARAMETERS

Axis S L U R B T
Max range

(degree) ±170 +90
/-85

+90
/-50 ±140 +210

/-30 ±360

Max speed
(rad/s) 5.5 5.5 7.3 10.5 10.5 10.5

III. ARTIFICIAL POTENTIAL FIELD

A. Modified Attractive Potential Field

In the Cartesian workspace of the traditional APF method, the
target is considered a “valley” which has an ability to generate an
attractive force pulling the end-effector closer. Khatib proposes
a fundamental equation characterizing the attractive force field
in the traditional method [47]:

Utatt
(p) =

1

2
kattd

2(p,pgoal) (1)

Where p is the current position of the end-effector, pgoal is
the target position and katt is the gain of the attractive force.
Hence d(p, pgoal) is the shortest distance in Cartesian space
from the manipulator to the target and is determined by the
Euclidean distance formula in (5).

The traditional attractive force’s potential field function
extends across the entire operating space and increases gradually
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with distance. However, it only depends on distance, as the
end-effector gets closer to the target point. In that case,
the potential attraction will decrease, potentially causing an
issue if an obstacle exist near the target point. To overcome
this constraint, the research team recommends employing an
exponential distance function to preserve the appealing quality
of the target point, described as follows:

Umatt(p) = katte
αd(p,pgoal) (2)

Where α is a coefficient that affects the magnitude of the
attractive field. The attractive force is determined by the gradient
vector of the attractive field (Fatt = −∇Uatt) throughout the
considered workspace:{

Ftatt = −kattd(p,pgoal)∇d(p,pgoal)

Fmatt = −kattαeαd(p,pgoal)∇d(p,pgoal)
(3)

In equation (3) ∇d(p, pgoal) is the direction of the attractive
force acting on the robot arm. it is defined by following (4):

∇d(p,pgoal) =
p,pgoal

d(p,pgoal)
(4)

d(p,pgoal) =
√
(x− xgoal)2 + (y − ygoal)2 + (z − zgoal)2

(5)
When d(p,pgoal) decreases, the attractive force is maintained

at a certain level and cannot be equal to zero because of the
nature of the exponential function. The parameter α reduces
the attractive force for distant objects, avoiding excessive
pulling force that could lead to collisions with nearby obstacles.
∇d(p,pgoal) represents the direction of the applied force. If
the distance approaches zero, the direction of movement will
gradually vanish, allowing the end-effector to reach the target.
In Fig. 2, we can observe that the proposed method makes the
attractive force smaller, changing smoother than traditional.

Fig. 2. Compare attractive force between two method.

B. Modified Repulsive Potential Field

The robot needs to identify obstacles in its workspace to
avoid collisions. There is a repulsive potential field like a
’shield’ surrounding the obstacle, altering the robot’s movement

direction when it gets close. Equation (6) deploy the essential
characteristics of the repulsive potential field, as first described
by Khatib [47]:

Utrep(p) =

{ 1
2krep(

1
d(p,pobs)

− 1
d0
)2 d(p,pobs) < d0

0 d(p,pobs) > d0
(6)

Where, krep is the gain of the repulsive field, d(p, pobs) is
the shortest distance in Catesian space from manipulator to
that obstacle and d0 is the size of the repulsive field region.
When the robot arm is moving near the obstacle in this region
(d(p, pobs) < d0), the repulsive force changes the moving
trajectory of the moving manipulator by the suction field
mentioned above.

The traditional method of restricting the distance to generate
repulsive forces can lead to an abrupt changes in the manipu-
lator’s path, challenging operation and affecting the system’s
dynamic nature. Furthermore, this algorithm requires a careful
choice of coefficients to avoid generating powerful repulsive
forces. The authors recommend using a negative exponential
function with respect to the distance to characterize the repulsive
field around the obstacles while maintaining the core concept
of the traditional repulsive potential field, as follows:

Umrep
(p) = krepexp(−

d2(p,pobs)

2d20
) (7)

The repulsive force Frep impact the end-effector is determined
by the gradient vector of the repulsive field (Frep = −∇Urep)
around the obstacle:

Ftrep(p) =

{
krep(

1
d(p,pobs)

− 1
d0
)∇d(p,pobs)
d2(p,pobs)

0

Fmrep(p) = krep
d(p,pobs)

d2
0

exp(−d2(p,pobs)
2d2

0
)∇d(p,pobs)

(8)

If the environment has many obstacles, the repulsive force
generated will be equal to the sum of the forces of all obstacles
acting on the robot Frep(p) =

∑n
i=1 Frep(p,pobs(i)). Deter-

mining the distance from the end-effector to an obstacle with
an indefinite shape poses challenges because it requires finding
a point on the obstacle closest to the robot. Powerful computer
vision-based algorithms can assist in recognizing the structural
shape of the obstacles [65], [66], but the computation time also
increases as the objects’ complexity increases. Moreover, to
avoid the obstacles in the APF approach can be done without
high levels of detail. Therefore, Yu Chen proposed a solution to
construct the shapes of the obstacles as spheres encompassing
the objects entirely [41]. By this way, the distance from the
manipulator to the obstacles can be more easily determined as
follows:

d(p,pobs) = ∥p− pobs∥ − robs − rthick (9)

With ∥p− pobs∥ is calculated similarly to (5) but for the
center of the sphere. rthick is the thickness of the center
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of the end-effector, robs is the radius of the smallest sphere
encompassing the object. ∇d(p,pobs) is the direction of the
repulsive acting on the robot arm, as follows:

∇d(p,pobs) =
p− pobs

∥p− pobs∥
(10)

Fig. 3 shows that the repulsive force in the traditional method
appears abruptly and significantly when the robot moves close
to the repulsive potential field of the obstacle. Meanwhile,
the proposed function makes the force changes steadily as
the distance gradually decreases to a safe threshold, resulting
in smoother trajectories around obstacles and ensuring path
quality and obstacle avoidance capability. Furthermore, when
the manipulator is far from the obstacle, the repulsive magnitude
is nearly zero.

Fig. 3. Compare repulsive force between two method.

C. Iteration of Alogrithm

When the robot moves into the considered workspace, it
will always be influenced by two forces: the attractive force
generated at the target point and the repulsive force generated
by obstacles throughout the operational space,following Fig. 4,
forming a total force Fall:

Fall(p) = Fmatt
(p) + Fmrep

(p) (11)

Fig. 4. Force combination effect on robot.

From (11), the algorithm is iteratively repeated according to
(12) until the manipulator’s end-effector moves to the target

point, with pt is the coordinate of robot in workspace at the
t− th iteration and λ is a coefficient of time to determine the
next location of the machine under the impact of the force
description from (11):

pt = pt−1 + λFall (12)

In the traditional method, the coefficient λ is a constant. It is
considered the time coefficient to determine the next position of
the manipulator under the effect of the total force. In segments
of the trajectory without obstacles, the manipulator needs a
large force to move a long path. However, with a small λ, the
robotic arm only moves a short distance before the algorithm
recalculates the force. In subsequent calculations, the attractive
force decreases, followed by distance, so the total force gradually
decreases. This causes the algorithm to repeat many times to
complete the trajectory.

Conversely, if λ is setted too large, the movement path near
obstacles will not be smooth. This is because the resultant
repulsive force here is extensive and exerted over a long period.
The trajectory will continuously change, causing the system to
appear to vibrate at this point. Therefore, the authors propose a
new method that continuously updating the λ coefficient based
on the distance between the manipulator’s end-effector and the
target point, as well as obstacles. It is defined below:

λ = β1 + β2d(p,pgoal) + β3d(p,pobs) (13)

Where β1, β2, β3 are the learning rate parameters depending
on the current distance of the robot with obstacles and with the
target point. When there are many obstacles in the environment,
β1 will consider with the nearest obstacle distance. β1 is
considered the basic coefficient for the time coefficient. β2, β3
are used for adjusting λ according to the current distance. The
flowchart in Fig. 5 shows the process of proposed APF work in
path-planning

Fig. 5. Proposed APF method’s process
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IV. DIFFERENTIAL INVERSE KINEMATICS

In traditional position control for robots, significant latency
is often observed due to the controller continuously checking
the position. This process involves obtaining a pre-planned
trajectory of end-effector positions (x, y, z) and performing
inverse kinematics calculations to determine the corresponding
joint angles qi required to achieve each desired end-effector
location. These calculated joint positions are then sent to the
robot controller, which drives the motors to reach those positions.
The control loop waits for confirmation from joint encoders
that the commanded positions are achieved before sending the
next set of commands [67]. The process sending the position
commands and waiting for confirmation is repeated for every
points along the trajectory, ultimately guiding the robot’s end-
effector through the planned path.

Acknowledging the limitations of the traditional method and
the design requirements that need to be met for online motion
control, the most suitable algorithm for the robot’s motion is
Differential Inverse Kinematics [68], [69]. This method proposed
to calculate the average velocity ve = (vxe, vye, vze) based on
the time interval ∆t between points pe on the trajectory. To
simplify the calculation of the average velocity, the specific
formula is used to calculate the velocity vei for any point
at a given time step i is derived from the one-sided average
velocity (focusing on the velocity for reaching the next point)
ve = (pei+1 − pei

)/∆ti.
From the perspective of robot kinematic motion control,

starting with an initial motion configuration (pe,∆t) =
((xe, ye, ze),∆t) when applying the above formula yields a new
motion configuration (pe,ve) = ((xe, ve, ze), (vxe, vye, vze)).
This new configuration is directly related to the position and
velocity of the robot’s end-effector at each point along the
trajectory shown in Fig. 6. This simplifies the kinematic motion
design process. Since this type of motion configuration contains
velocity parameters (instead of time), it is more compatible with
the developed and proven robot kinematic equations.

Fig. 6. Motion planning for the orbiting manipulator.

A. Concept of the Open-Loop Motion Control Method

The trajectory is defined as a series of points that represent the
end-effector, containing both position and velocity information
in the format: [(pe0 ,ve0), . . . , (pei

,vei
), (pegoal

,vegoal
)]. The

robot control process will involve controlling the robot’s joints
value q to make the robot’s end-effector move from the starting
point pe0 , sequentially passing through the points pei

along the
trajectory path with velocity vei

, ultimately reaching the target
point pegoal

. pe = [xe, ϕe]
T is the information about the end-

effector’s position in the world-frame, including end-effector
position parameters xe = [xe ye ze] and rotation direction
parameters ϕe = [φ ϑ ψ]T (using the fixed angel Roll-Pitch-
Yaw). ve = [ẋe, ϕ̇e]

T is information about the end-effector’s
velocity move to the next point. The problem to be addressed
is to build an inverse kinematics computation model, with the
aim of continuously calculating the values of the joint variables
[70].

In robot kinematics theory, there exists a velocity kinematics
equation that describes the relation as mentioned above, which
is written as follows:

ve =

[
ẋe

ωe

]
=

[
JP (q)
JO(q)

]
q̇ = J(q)q̇ (14)

Where the matrix J(q) is the Jacobian velocity kinematics
matrix, with a size of 6x6 (for the current MotoMINI robot
configuration). Equation (14) includes two matrices Jp(q) and
Jo(q), both of size 3x6. Jp(q) and Jo(q) describes the effect
of joint velocity q̇ on the linear velocity ẋ and the angular
velocity ωe of the end-effector. Based on the (14) to calculate
q̇ follows:

q̇ = J−1ve (15)

Subsequently, to inversely find the position of each robot joint
angle q, the ideal integration of the joint velocity found above
must be taken, where q(0) is the robot joint angle position at
the initial time:

q(t) =

t∫
0

q̇(τ)dτ + q(0) (16)

This inverse kinematics calculation technique is completely
independent of the solvability of the traditional geometric inverse
kinematics method based on robot structure [71]. The control
diagram is shown in Fig. 7.

Fig. 7. Open-loop inverse kinematics algorithm.
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The inverse kinematics algorithm calculates the joint values
in the continuous-time domain and determines joint angle and
velocity. It helps control the robot along a desired motion
trajectory. But note that the Jacobian matrix must always be
a square matrix and may not be invertible in specific robot
configurations.

In addition, the approach also involves utilizing optimal
integration to determine the solution, which is nearly impossible
to carry out efficiently for computer-based numerical control
systems. Thus, it is evident that this method has limitations: the
non-invertibility of the Jacobian matrix affects the calculation
over the entire subsequent trajectory, and the possibility of falling
into the singularity point/region causes a loss of velocity control
during the control process [72]. Furthermore, this open-loop
calculation method makes it very difficult to avoid errors in the
control response. To address the drawbacks of the method as
mentioned above, in the process of building the control model,
a combination of several computational techniques will be used:

• Jacobian Pseudoinverse Matrix: To limit the case where
the Jacobian matrix cannot be inverted (loss of rank), the
Jacobian pseudoinverse matrix calculation technique can be
used with the locally minimization of the norm of joint’s
velocity vectors solution [73].

• Damping Constant: To minimize velocity shock when
entering a neighborhood of a singularity point, the Jacobian
pseudoinverse matrix can be adjusted by incorporating a
damping coefficient.

• Closed-Loop Algorithm: To limit errors in control, it is
necessary to design a closed-loop algorithm to improve
control quality.

B. Jacobian Pseudoinverse Matrix Method

In robot motion control, some state positions may cause the
Jacobian matrix to lose rank. Consequently the rank of the
matrix is less than the number of degrees of freedom of the
robot, leading (15) to infinite solutions. To avoid this, the joint
velocity optimization method can be used to reduce the number
of feasible solutions to an optimal solution. The quadratic cost
functional of joint velocities to be minimized:

g (q̇) =
1

2
q̇TWq̇ (17)

Where W is a suitable (n× n) symmetric positive definite
weighting matrix. A particular case occurs when the weighting
matrix W is the identity matrix. This problem can be solved
using the method of Lagrange multipliers. The sought optimal
solution for q̇:

q̇ = J†ve = J† = JT
(
JJT

)−1
ve (18)

Where J† is the Moore–Penrose right pseudoinverse of
J. With this optimal solution technique, the inverse velocity
kinematics method is no longer constrained by the cases of rank

deficiency in the Jacobian matrix. The consequence of finding
this optimal solution is that the joint velocity vector q̇ obtained
using this technique always yield the locally minimize-norm
velocity vector optimum [74] (within the stopping criteria range
during computation).

C. The Singularity Problem and the Jacobian Matrix with a
Damping Constant

Another characteristic when using the inverse velocity kine-
matics method is related to singularity points [75]. The Jacobian
matrix causes difficulties at the singularity position and its
neighborhood. At singularity positions and the neighboring
region, as the determinant of J approaches 0, it causes significant
changes in the joint velocities [76]. A solution to overcome
this problem is called the Damped Least Squares (DLS) inverse
[75], [77]. In this case, the pseudoinverse matrix mentioned in
(18) will be adjusted to become:

J⋆ = JT
(
JJT + k2I

)−1
(19)

Where k is the damping vector that renders the inversion
better conditioned, with positive and lower 1a positive value
less than 1.

D. Closed-Loop Motion Controller Design

The final drawback in the calculation process is taking the
ideal derivative in (18). If converting that equation to a discrete
expression, it will have the form of:

q(tk+1) = q(tk) + q̇(tk)∆t (20)

Where q̇ is obtained by using (18) and (19), substituting the
solution into equation (20) produces the formula to calculate
joint value in discrete expression form:

q(tk+1) = q(tk) + J⋆(q(tk))ve(tk)∆t (21)

In (21), q(tk+1) is the solution of the corresponding ve(tk),
that is, the input is the desired velocity to the next point on
the trajectory. When controlling velocity of a real robot, it is
impossible to ensure that the robot always moves according
to the set velocity due to software and mechanical issues
[78], leading to the following position q(tk+1) having an error
compared to the calculation. When this iterative calculation is
repeated many times along the trajectory, a significant error will
accumulate at the end of the trajectory.

This difficulty can be resolved by continuously updating the
current end-effector coordinates q(tk) from the robot’s sensor
[79], [80] finding the current position qe after each solution
step, with a predefined update cycle ∆t. This is equivalent to
defining the error between the desired point qd and the current
position of the end-effector qe. Let the error between these two
points be defined as follows:

e = pd − pe (22)
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From there, the system continuously references the position
error between the current end-effector position and the desired
point. Rewriting the velocity kinematics equation in terms of
the variable e, the velocity kinematics equation depending on
the error value for each calculation step is obtained:

q̇ = J⋆Ke (23)

In which K is a positive definite matrix (in this research, a
positive diagonal matrix is used) characterizing the rate of error
convergence to zero. The larger this matrix K is, the faster the
convergence rate, and the end-effector quickly returns to the
desired position shown in Fig. 8.

Fig. 8. Closed-loop inverse kinematics algorithm.

On the other hand, some limitations in the communication
process, such as signal transmission quality affecting the update
rate not being fast enough to meet the control capabilities of
the model, can lead to poor control quality and overshoot [81].

V. EXPERIMENTAL RESULTS

A. Environment Setup

The experiments are performed on a Yaskawa MotoMINI
robot with six revolute joints. In the working environment, there
are two spherical obstacles with the same radius of 30mm. The
start point is at [0.207 0.1 0.015] m, and the target point is at
[0.096, -0.201, -0.14] m, the centers of the two obstacles are at
[0.168 0.017 0.04] m and [0.117 -0.143 -0.09] m.

In the first step, following the diagram in Fig. 1, the MATLAB
uses the initial parameters to find the best path based on the
proposed method of APF. The second step, the input path is
divided into individual points with a time interval 25ms. Next,
the program guides the robot arm to follow the path using the
proposed Differential Inverse Kinematics method. The final step,
the program sends the control signal for robot tracking the path
with the minimal error. Fig. 9 is the set up testing environment
of our article.

B. Path Planning Result

The planning phase is performed and evaluated on MATLAB
for both traditional and modified methods, providing the input
values of the environment, along with the necessary parameters
for each algorithm. The parameters of traditional APF is set:
d0 = 0.01m, rthick = 0.0005m, katt = 0.07, krep = 10−7, and
Modified APF is set: d0 = 0.01m, rthick = 0.005m, katt =
0.08, krep = 10−3, α = 0.55, d1 = 0.005m. To assess the

impact of the parameter λ on the quality of the planned path,
executing time, and the number of algorithm iterations, the
traditional method will be conducted at three respective values:
0.05, 0.1, and 0.2. Fig. 10a illustrates the trajectory of the
robotic arm, successfully moving from the starting point to
the destination without collisions with two spherical obstacles.
Fig. 10b describes the smooth and continuous change in the
end-effector’s position, avoiding sudden changes near obstacles
throughout the entire space.

Fig. 9. Testing environment.

(a) Overview path (b) End-effector’s pose
Fig. 10. Simulation results using the proposed method.

The relationship between the virtual force generated from the
force field calculation and the time iteration coefficient λ is very
close. It can be seen in the graph of Fig. 11b, Fig. 11c, Fig. 11d,
with the same attractive and repulsive force field formations of
the traditional method. However, when end-effector approaching
the obstacle, the results are different. When λ is small, the force
acts for a short time and then is recalculated in the next iteration
so the change can be seen evenly and smoothly. Conversely,
the extended application of thrust causes the trajectory to move
far away. However, in the subsequent iteration, the end-effector
moves beyond the influence region, resulting in a loss of thrust.
As a result, the trajectory displays abrupt oscillations around
the obstacle, as shown in Fig. 12b.

The proposed method generates virtual forces with smooth and
uniform variations, avoiding sudden changes, as demonstrated in
Fig. 11a. Along with ensuring that the λ coefficient is compatible
with the current state of the manipulator, based on the distance
from the desired force field points, the trajectory is significantly
improved. The motion near the obstacle maintains a stable
distance without oscillations, as depicted in Fig. 12a.

Table II shows the improvement in the calculation time of
the path-finding algorithm when applying the proposed lambda
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(a) Proposed method

(b) Traditional λ = 0.05

(c) Traditional λ = 0.1

(d) Traditional λ = 0.2

Fig. 11. Attractive, Repulsive and Total force.

(a) Proposed method (b) Traditional λ = 0.2

Fig. 12. Distance from end-effector to the surface obstacle.

coefficient calculation method. When choosing λ = 0.005, it
will ensure that the quality of the formed trajectory is the
most similar to the proposed method. However, the number of
iterations is very large, it lead to 1829 iterate. Because of the
large number of iterations, when controlling the robot to follow
the trajectory, the completion time will also be considerable,
approximately 78s more than proposed method. The evaluation
results of the trajectory tracking controller presented below will
use the results from the proposed method.

TABLE II. COMPARE TIME, DISTANCE TRAVEL, ITERATE BETWEEN
TRADITIONAL λ = 0.05, 0.1, 0.2 AND PROPOSED METHOD

λ = 0.05 λ = 0.1 λ = 0.2 Modified
Distance

traveled(m) 0.3824 0.4221 0.5291 0.383

Iterate 1829 914 459 132
Time(s) 91.5 91.4 91.8 14.2

C. Trajectory Tracking Results

To illustrate the impact of the delay from traditional process,
Fig. 13 visualizes the position control delay. This experiment
was conducted with a 133-point trajectory. The total predefined
time for that trajectory was 14.2 seconds. However, due to the
inherent delays in the control loop, the robot took nearly 100
seconds to complete the trajectory. The delay between each point
ranged from 0.6 to 1 second. This substantial delay between
the planned and actual execution time highlights the limitations
of the traditional position control methods regarding efficiency
and responsiveness.

Fig. 13. Control manipulator using traditional process.

While utilizes the velocity control method according to (23),
the control results are obtained based on a trajectory dataset
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consisting of 133 points, with a total movement time of 14.2303
seconds. The results are achieved using a hardware consisting
of an Intel i7 10875H CPU and a software included ROS1
Noetic. The results of applying the differential kinematic control
algorithm are divided into two results: fast and slow velocity
coefficient to clearly demonstrate the characteristics of tracking
control and the importance of choosing the coefficient.

In the case of slow velocity, configure the coefficient
K = 2.0, k = 0.05. The position tracking results are depicted
in Fig. 14a. The graphs illustrate reduced lag between the
movement points, yielding an almost smooth trajectory with
the point-to-point delays not exceeding 40ms. This reduction in
latency is thanks to the ROS driver’s ability to deliver the next
point to the path-planning queue without delay, even if the robot
is still moving. Additionally, Fig. 14b displays the position error
during the moving process, which remains below 6cm. Some
error peaks in the position error graph arise from the predefined
trajectory’s motion profile rather than the controller. In this
case, abrupt velocity changes at some specific time points (e.g.,
seconds 8 and 14) lead to these peaks. However, the controller
promptly detects and mitigates these errors, as evidenced by the
valleys observed between the peaks.

(a) Tracking path (b) Tracking error
Fig. 14. Slow speed control

In the case of high velocity, configure the coefficient K =
3.25, k = 0.05. The obtained position tracking results are shown
in Fig. 15. In the configuration with a faster tracking velocity
setting, the results can clearly show the improvement in the
shape of the tracking trajectory, tracking error, and convergence
time. For the trajectory shape, the tracking trajectory shows a
higher similarity to the planned trajectory compared to the slow
tracking velocity case. To further demonstrate this, consider the
position error graph, where there is no situation where the error
exceeds 4cm. The tracking error also starts to converge early,
reaching below 0.25cm and starting to converge at 16 seconds,
which is significantly faster than the slow tracking velocity case.

In analyzing tracking delay, which reflects the temporal
displacement between planned and actual robot paths, latency is
measured by comparing timestamps at corresponding positions
during constant velocity phases. The average tracking delay
is 0.49 seconds, ranging from 0.46 to 0.52 seconds. This
demonstrates an improvement over the conventional ROS-based

position control method described in [57].

(a) Tracking path (b) Tracking error
Fig. 15. High speed control

VI. CONCLUSION

The paper has presented a distance-based exponential function
as an alternative to traditional functions. MATLAB simulation
results comparing the proposed method with the traditional
approach show noticeable improvements in path quality, motion
trajectory smoothness, and obstacle avoidance. The change in
a mathematical function for the λ time coefficient significantly
aids expedited pathfinding and efficient interaction with the
working environment. In addition, the article introduces an
external program to ensure close adherence to the trajectory
with minimal communication delay. The closed-loop controller
continuously feedbacks the end-effector’s position, which helps
to guide the robot to follow the trajectory more accurately.
With this implementation, enabled by the DIK technique, were
evaluated through integration with the YRC1000Micro controller
and ROS Motoman driver, demonstrating their effectiveness in
the results.

However, certain challenges remain, particularly in scenarios
involving simple environments with two static obstacles. Further
testing of the method’s coefficients is necessary for broader
application. Additionally, attention to the robot body’s position
structure is essential to prevent collisions with obstacles. Sig-
nificant errors persist in the tracking control process, especially
during continuous trajectory changes, rendering it unsuitable for
applications demanding high precision, such as human-machine
interaction control.

In the future work, with the findings from this study, we will
challenge complex environments with multiple or moving obsta-
cles and expand the system with computer vision applications
to enhance accuracy in location determination and collision
avoidance. Furthermore, future advancements in controlling,
such as incorporating velocity feedback at each joint, promise
even more precise control and improved tracking accuracy during
operation.
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