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Abstract—Research on cooperative control of multi-UAV 

systems has gained significant attention in the flight control 

field, with a particular focus on formation control and obstacle 

avoidance due to their complexity and importance. This paper 

introduces an approach to a group of quadcopter control by 

integrating fuzzy controller, guidance route, and Artificial 

Potential Field (APF) methods. The quadcopter dynamic model, 

featuring six degrees of freedom, is controlled using a fuzzy state 

feedback controller in its inner loop. From the outer loop, the 

formation-making is guided by an easy-to-use and versatile 

guidance route approach while obstacle avoidance is tackled 

using the optimal APF method. There are two avoidance 

strategies that can be compared and analyzed, called "total 

avoidance" and "minimal avoidance", both individually and as 

a "combined" strategy. Simulations in various environments 

with different obstacle sizes show that all control algorithms can 

accomplish the tasks effectively. Both strategies have their own 

strength in terms of path length and formation maintenance. A 

formation performance index, which is calculated based on the 

difference between the desired position and the actual position 

of each quadcopter, is used to quantify the effectiveness of the 

method. A smaller value means better formation maintenance. 

The total avoidance strategy achieved an average index of 

0.8000 and the minimal avoidance strategy reached 1.2227. 

These metrics highlight the trade-offs of each strategy in 

maintaining optimal formation. These findings offer valuable 

insights for the development of more robust multi-UAV systems, 

with potential applications in autonomous delivery services, 

surveillance, and environmental monitoring. 

Keywords—Artificial Potential Field; Fuzzy Controller; 

Guidance Route; Multi-UAV; Total and Minimum Avoidance 

Strategies. 

I. INTRODUCTION 

An Unmanned Aerial Vehicle, commonly referred to as 

UAV, is an aerial vehicle utilizing aerodynamic forces to 

produce lift and achieve the remarkable capability of 

autonomous flight with no pilot on board [1]. It may contain 

sensors, communication devices, as well as other payload 

devices [2]. Among the vast UAV configurations in use 

today, the quadcopter has emerged as a preeminent choice 

[3]. A quadcopter is a rotary wing type UAV using a propeller 

in the process of flight [4]. When viewed from the system, a 

quadcopter has six degrees of freedom [5]–[7] three degrees 

for translational movement about the X, Y, and Z axes and 

three others for rotational motion with respect to the Euler 

angles roll 𝜙, pitch 𝜃, and yaw 𝜓. 

In recent years, multi-UAV has become a hot research 

topic in the field of flight control [8]–[16]. Among the various 

facets of this evolving discipline, the subject of formation 

control is an important theme to study [17], holding profound 

significance in both military and civilian sectors [18]–[23]. 

With the increasing complexity of modern battlefields and 

task requirements, it has become very urgent to complete a 

specific task with multi-UAV [24]. Notably, this imperative 

extends beyond the realm of aerial vehicles, encompassing a 

spectrum that spans from multi-robot systems [25]–[27], 

underwater vehicles [20], [28]–[30], up to spacecraft [31]–

[33]. In this context, the main purpose of formation control is 

devising a control strategy that not only guides all agents 

toward the desired formation but also upholds stringent 

standards of tracking precision and attitude synchronization 

[34]. 

A multitude of methodologies have been put forth to 

tackle the intricate task of formation control, each offering 

its own unique approach and advantage. These encompass 

the leader-follower paradigm [35]–[37], the concept of 

virtual structure [38]–[40], consensus-driven techniques 

[41]–[43], and behavior-based strategies [44]. Among them, 

the leader-follower approach has garnered substantial 

attention within contemporary literature.  

The leader-follower methodology hinges upon a 

designated leader within a group, an agent vested with 

knowledge of the trajectory that should be followed or the 

target that must be pursued. The remaining agents are 

considered followers and move based on the leader whose 

information is obtained through internal communications. 

The followers are directed to form and maintain formation 

along with the leader using a specific control protocol. The 

leader-follower method has been discussed in the formation 

control of air vehicles [45], mobile robot [46], and surface 

vehicles [47]. However, it is worth noting that these works 

are still limited to a two-dimensional operational space, 

representing a limitation in the field’s scope. 

The methods for formation control can be broadly 

classified into 3 categories [48], [49]. The first of these 

categories is known as position-based formation control 

(PFC) [50]–[52]. In this technique, the focal point of control 

for each agent centers on the disparity between its present 

position and the desired position within the formation. This 

method exhibits suitability for applications involving low-
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speed vehicles with omnidirectional capabilities. One of the 

latest developments in the guidance method introduced by 

[53], aims to achieve coordinated formation control and is 

subsequently tested on fixed-wing UAVs. The second 

classification is displacement-based formation control (DFC) 

[54]. Within DFC, each agent directs its attention towards its 

own displacement concerning other agents and takes 

proactive measurements to govern the divergence of its 

displacement from the intended trajectory. The reference can 

be seen at [54]. A notable limitation of DFC is its reliance on 

real-time knowledge of the relative positions of neighboring 

agents. The third class is called Distance-Based formation 

control [55]. This variant operates by establishing and 

maintaining specific spacing between agents to attain a 

formation characterized by predefined inter-agent distances. 

Unfortunately, precision can be challenging to achieve, and 

existing research only uses the single-integrator model.  

Furthermore, the application of formation control within 

complex environments has also been studied. The examples 

in this scenario involve obstacle avoidance and constraints 

related to communication. Obstacle avoidance of multi-UAV 

systems presents distinctive challenges when compared to 

single UAV operations. Formation obstacle avoidance refers 

to the formation control behavior to avoid obstacles and 

finally reach the target point [56]. Several prevalent 

methodologies have been employed for this purpose, 

including a geometry-based approach [57], [58], consensus-

based [59], [60], potential-based technique [61], [62], and 

even more contemporary methods such as the optimization 

method [63] and heuristic algorithm [64]. 

One noteworthy algorithm for obstacle avoidance is 

known as Artificial Potential Field (APF) [65]–[69] which 

operates by generating an artificial force field around both 

obstacles and the target destination. APF relies on sensor 

data collected by quadcopters to facilitate obstacle 

avoidance [70]. However, the approach employed by APF 

remains constant irrespective of the type of obstacles 

encountered, potentially leading the formation to easily 

divided to avoid them, as seen in [56], [71], [72]. 

Meanwhile, we want the formation to be maintained as 

much as possible during the process. Given the diversity of 

the formation and obstacle sizes, a more adaptive method to 

enhance the effectiveness of formation control in such a 

situation is needed. 

From the literature review above, most of the works still 

use linear models or integrators to describe the dynamics of 

the agents. Sometimes it is also limited to a two-

dimensional scope. This study addresses these limitations by 

proposing a nonlinear, adaptive approach that enhances 

formation stability and obstacle avoidance in complex 

environments. In this paper, a novel cooperative formation 

obstacle avoidance control algorithm that integrates guidance 

routes with an optimal APF method is introduced, addressing 

the limitations of current techniques by adapting to varying 

obstacle sizes and formation dynamics. Guidance routes are 

used to carry out coordinate-based formation control that is 

accurate but easy to implement. Meanwhile, optimal APF 

considers the final goal in the avoidance algorithm to produce 

smoother avoidance. 

The main contributions of this paper are as follows: 

1) Proposing a cooperative formation obstacle avoidance 

control algorithm based on guidance route and optimal 

APF for a nonlinear six degrees of freedom quadcopter 

model. 

2) Develop three novel strategies for obstacle avoidance. 

They are “total avoidance”, which focuses on the 

optimal range of avoidance based on the formation size, 

“minimal avoidance”, tailored to minimize deviations 

while navigating around small obstacles, and 

“combined” approach. These strategies serve to 

demonstrate the effectiveness and flexibility of the 

proposed method. 

The remainder of this paper is organized as follows: 

Section II presents the proposed formation and obstacle 

avoidance control methods. Section III provides simulation 

results and discussion. Finally, Section IV concludes the 

study and outlines directions for future research. 

II. METHOD 

In this section, we describe the quadcopter model as well 

as the control method that we used to control the copter. We 

propose a new approach to formation obstacle avoidance 

control by combining the guidance route and the optimal APF 

method. Simply put, the guidance route will cover the 

formation control while APF makes sure the formation is 

always safe from any obstacles. We also modified the 

obstacle avoidance strategy and produced two variations in 

the process. They are called “total avoidance” and “minimal 

avoidance”. The total avoidance strategy forces the formation 

to take a turn as big as the formation shape size. With this 

approach, the formation will never be divided because they 

always avoid the obstacle together. On the other hand, 

minimal avoidance is only willing to avoid the obstacle with 

the smallest turn possible. Both strategies have their own 

advantages and disadvantages that will be discussed later in 

the fourth section. Then, we combine them as a “combined” 

strategy to exploit the advantages of each strategy.  

A. Quadcopter Model 

The type of quadcopter utilized is Quanser Qdrone as 

shown in Fig. 1. This drone has been widely used for outdoor 

research, such as [73]–[80]. The frame size is 40 cm × 40 cm 

× 15 cm, it is durable and lightweight.  

The dynamic model of the quadcopter is derived based on 

its motion on the earth frame (E-frame) and body frame (B-

frame). The translational motion model, which consists of 

position [𝑋 𝑌 𝑍]𝑇 and velocity [𝑋̇ 𝑌̇ 𝑍̇]
𝑇, is 

formulated from the earth frame. Meanwhile, rotational 

motion, namely roll 𝜙, pitch 𝜃, yaw 𝜓, and their respective 

speeds use the body frame because it is related to the 

quadcopter's movement toward itself. 

We describe the motion of the quadcopter using the 

degrees of freedom model [81], as follows: 

𝑋̈ = (sin𝜙 sin𝜓 + cos𝜙 sin 𝜃 cos𝜓)
𝑈1
𝑚

 (1) 
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𝑌̈ = (− sin𝜙 cos𝜓 + cos𝜙 sin 𝜃 sin𝜓)
𝑈1
𝑚

 (2) 

𝑍̈ = −𝑔 + (cos𝜙 cos 𝜃)
𝑈1
𝑚

 (3) 

𝑝̇ =
𝐽𝑦𝑦 − 𝐽𝑧𝑧

𝐽𝑥𝑥
𝑞𝑟 +

𝑈2𝑙

𝐽𝑥𝑥
 (4) 

𝑞̇ =
𝐽𝑧𝑧 − 𝐽𝑥𝑥
𝐽𝑦𝑦

𝑝𝑟 +
𝑈3𝑙

𝐽𝑦𝑦
 (5) 

𝑟̇ =
𝐽𝑥𝑥 − 𝐽𝑦𝑦

𝐽𝑧𝑧
𝑝𝑞 +

𝑈4𝑑

𝐽𝑧𝑧
 (6) 

where 𝑋̈, 𝑌̈, and 𝑍̈ are quadcopter’s acceleration on the three 

Cartesian axes. 𝑝, 𝑞, and 𝑟 are the roll (𝜙) speed, pitch (𝜃) 

speed, and yaw (𝜓) speed, respectively. While 𝑈1, 𝑈2, 𝑈3, 

and 𝑈4 are the forces acting on the thrust, roll, pitch, and yaw. 

The quadcopter parameters can be seen in Table I. 

 

Fig. 1. Quanser Qdrone [82] 

TABLE I.  QUADCOPTER PARAMETERS 

Symbol Parameter (unit) Value 

𝑚 Mass (𝑘𝑔) 1 

𝑔 Gravitational acceleration (
𝑚

𝑠2
) 9.81 

𝐽𝑥𝑥 
Moment of inertia about the X axis 

(𝑘𝑔.𝑚2) 
0.03 

𝐽𝑦𝑦 
Moment of inertia about the Y axis 

(𝑘𝑔.𝑚2) 0.03 

𝐽𝑧𝑧 
Moment of inertia about the Z axis 

(𝑘𝑔.𝑚2) 
0.04 

𝑙 
The distance of the motor from the 

center of the mass (𝑚) 
0.2 

𝑑 Drag constant (𝑁) 3.13 × 10−5 

TABLE II.  STATE FEEDBACK CONTROLLER PARAMETERS 

Parameter Value Parameter Value 

𝐾1 16 𝐿1 9 

𝐾2 100 𝐿2 21 

𝐾3 100 𝐿3 21 

𝐾4 0.09 𝐿4 0.61 

B. Quadcopter Control 

The quadcopter control scheme used as a tracking 

controller is divided into two parts, position controller as the 

outer loop and attitude controller as the inner loop which can 

be seen in Fig. 2. The state feedback controller is used to 

control altitude (𝑍) and heading (𝜓). Meanwhile, a 

combination of state feedback controller and Sugeno-type 

fuzzy logic controller is used to control positions 𝑋, 𝑌 and 

attitudes 𝜙, 𝜃. This control scheme is used for all quadcopters 

uniformly.  

The input of the position control is the reference position 

[𝑋𝑟𝑒𝑓(𝑡) 𝑌𝑟𝑒𝑓(𝑡) 𝑍𝑟𝑒𝑓(𝑡)]𝑇  and the quadcopter's actual 

position [𝑋(𝑡) 𝑌(𝑡) 𝑍(𝑡)]𝑇. Then, the controller outputs 

are 𝑈1, 𝑠7𝑟𝑒𝑓(𝑡), and 𝑠8𝑟𝑒𝑓(𝑡). Next, 𝑠7𝑟𝑒𝑓(𝑡), 𝑠8𝑟𝑒𝑓(𝑡), and 

quadcopter angular position [𝜙(𝑡) 𝜃(𝑡) 𝜓(𝑡)]𝑇 would 

become inputs for attitude control which produces 𝑈2, 𝑈3, 

and 𝑈4. 𝑠7 and 𝑠8 are variables that will be controlled by the 

state feedback controller to produce 𝑈2 and 𝑈3. 

 

Fig. 2. Block diagram of quadcopter flight control. 

1) Position control: To control the X and Y positions, 

a fuzzy controller is utilized. The controller has 2 inputs i.e. 

the distance and the velocity. It is assumed that the distance 

is the difference between the current (𝑋 and 𝑌) position of the 

quadcopter to the reference position. If the distance is greater 

than 25 meters, it will enter the “far” category. For the 

“middle” category, if the distance is between 6 and 25 meters. 

Distance smaller than 6 meters will enter the “close” 

category. Velocity is the difference between the current 

quadcopter velocity (𝑋̇ and 𝑌̇) and the reference velocity. If 

the velocity is greater than 4 
𝑚

𝑠
 then it is included in the “fast” 

category. As for the “slow” category, if the velocity is less 

than 4 
𝑚

𝑠
. 

Consequently, the desired controller outputs, 𝑠7𝑟𝑒𝑓(𝑡) and 

𝑠8𝑟𝑒𝑓(𝑡), become input for the 𝜙 and 𝜃 controller. The output 

value is limited to −0.5 < 𝑟𝑒𝑓 < 0.5, assuming the 

maximum tilt of the quadcopter is 30o. The rule base that 

applies is summarized in Table III. The rule base values are 

obtained from basic knowledge about the system and tested 

through a trial and error process similar to the method for 

obtaining state feedback controller parameters. 

TABLE III.  FUZZY CONTROLLER RULE BASE 

Distance Velocity 𝑟𝑒𝑓 

Far Fast or slow 0.5 

Middle Fast 0.3 

Close Fast - 0.5 

Close Slow 0 

 

For altitude control, (3) is modified by adding drag force 

to the equation, thus 

𝑍̈ = −𝑔 + (cos 𝜃 cos𝜙)
𝑈1
𝑚
− 𝑑. 𝑍̇ (7) 

Where 

𝑈1 =
𝑚

cos𝜙 cos 𝜃
(𝑔 + 𝐾(𝑍𝑟𝑒𝑓 − 𝑍) + 𝐿(𝑍̇𝑟𝑒𝑓 − 𝑍̇)

+ 𝑍̈𝑟𝑒𝑓 + 𝑑. 𝑍̇) 
(8) 

By substituting (8) to (7), the state equation becomes 

𝑍̈ = 𝐾1(𝑍𝑟𝑒𝑓 − 𝑍) + 𝐿1(𝑍̇𝑟𝑒𝑓 − 𝑍̇) + 𝑍̈𝑟𝑒𝑓 (9) 
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2) Attitude control: The copter heading is controlled by 

a state feedback control so that the value of 𝜓 → 0 using 

𝑈4 =
𝐽𝑧𝑧
𝐷
(−𝐾4𝜓 − 𝐿4𝜓̇) (10) 

If (10) is substituted to (6), the equation becomes 

𝑟̇ =
𝐽𝑥𝑥 − 𝐽𝑦𝑦

𝐽𝑧𝑧
𝑝𝑞 − 𝐾4𝜓 − 𝐿4𝜓̇ (11) 

Since the value of 𝐽𝑥𝑥 = 𝐽𝑦𝑦, (11) can be simplified to 

𝑟̇ = −𝐾4𝜓 − 𝐿4𝜓̇ (12) 

Due to 𝜓 is controlled to 0, (1) can also be simplified to 

𝑋̈ = (sin 𝜙 sin 0 + cos𝜙 sin 𝜃 cos 0)
𝑈1
𝑚
= (𝑠7)

𝑈1
𝑚

 (13) 

where 𝑠7 = 𝑐𝑜𝑠 𝜙 𝑠𝑖𝑛 𝜃. 𝑠7 can be seen as a controlled 

variable to obtain the desired roll value. It is assumed that its 

derivative is equal to 𝑝, 𝑠̇7 = 𝑝, and 

𝑠7̈ ≈ 𝑝̇ =
𝐽𝑦𝑦 − 𝐽𝑧𝑧

𝐽𝑥𝑥
𝑞𝑟 +

𝑈2𝑙

𝐽𝑥𝑥
 (14) 

So 

𝑈2 =
𝐽𝑥𝑥
𝑙
(𝐾2𝑠7𝑟𝑒𝑓 − 𝐾2𝑠7 − 𝐿2𝑠7̇𝑟𝑒𝑓 − 𝐿2𝑠7̇  

+ 𝑠7̈𝑟𝑒𝑓) 
(15) 

If (15) is substituted to (4), the equation becomes 

𝑠7̈ ≈ 𝑝̇ =
𝐽𝑦𝑦 − 𝐽𝑧𝑧

𝐽𝑥𝑥
𝑞𝑟 + 𝐾2𝑠7𝑟𝑒𝑓 − 𝐾2𝑠7

− 𝐿2𝑠7̇𝑟𝑒𝑓 − 𝐿2𝑠7̇ + 𝑠7̈𝑟𝑒𝑓  
(16) 

Based on Table I, the difference between 𝐽𝑦𝑦 and 𝐽𝑦𝑦 is very 

small so it is considered to be 0, hence 

𝑠7̈ ≈ 𝑝̇ = 𝐾2𝑠7𝑟𝑒𝑓 − 𝐾2𝑠7 − 𝐿2𝑠7̇𝑟𝑒𝑓 − 𝐿2𝑠7̇

+ 𝑠7̈𝑟𝑒𝑓 
(17) 

By using the same method, some equations regarding 𝑌̈, 𝑈3, 

and 𝑠8̈ can be obtained, such as 

𝑌̈ = (− sin𝜙 cos 0 + cos𝜙 sin 𝜃 sin 0)
𝑈1
𝑚

= −(𝑠8)
𝑈1
𝑚
𝑠7̈ ≈ 𝑝̇

= 𝐾2𝑠7𝑟𝑒𝑓 − 𝐾2𝑠7 − 𝐿2𝑠7̇𝑟𝑒𝑓
− 𝐿2𝑠7̇ + 𝑠7̈𝑟𝑒𝑓 

(18) 

where 𝑠8 = 𝑠𝑖𝑛 𝜙 and 𝑠̇8 = 𝑞, 

𝑈3 =
𝐽𝑦𝑦

𝑙
(𝐾3𝑠8𝑟𝑒𝑓 − 𝐾3𝑠8 − 𝐿3𝑠8̇𝑟𝑒𝑓 − 𝐿3𝑠8̇

+ 𝑠8̈𝑟𝑒𝑓) 
(19) 

Also 

𝑠8̈ ≈ 𝑞̇ = 𝐾3𝑠8𝑟𝑒𝑓 − 𝐾3𝑠8 − 𝐿3𝑠8̇𝑟𝑒𝑓 − 𝐿3𝑠8̇

+ 𝑠8̈𝑟𝑒𝑓 
(20) 

Attitude control 𝜙 and 𝜃 using state feedback requires 

reference input (𝑠7𝑟𝑒𝑓 , 𝑠7̇𝑟𝑒𝑓 , 𝑠7̈𝑟𝑒𝑓 , 𝑠8𝑟𝑒𝑓 , 𝑠8̇𝑟𝑒𝑓 , 𝑠8̈𝑟𝑒𝑓) in 

order to produce the desired output. These reference values 

are the output of the fuzzy logic controller. The schematic can 

be seen in Fig. 3. The value of the state feedback controller 

parameter is obtained through a trial-and-error process by 

providing waypoints. When the quadcopter succeeds in 

reaching all the specified targets, the parameters can be used. 

The parameter values used are written in Table II. 

 

Fig. 3. Block diagram of roll 𝜙 and pitch 𝜃 control 

C. Formation Control Design 

The desired formation is a V-shape formation. Fig. 4 and 

Table IV describe the V shape more clearly. Fig. 4 shows the 

formation pattern with the distance between quadcopters on 

the X and Y axes in meters. Table IV shows the overall 

distance in meters as well. 

 

Fig. 4. Illustration of the V-shape formation with distance information 

TABLE IV.  DISTANCE BETWEEN QUADCOPTERS IN V-SHAPE FORMATION 

IN METERS 

Q 1 2 3 4 5 

1 0 8.9443 8.9443 17.89 17.89 

2 8.9443 0 16.003 8.9443 24.331 

3 8.9443 16.003 0 24.331 8.9443 

4 17.89 8.9443 24.331 0 32 

5 17.89 24.331 8.9443 32 0 

 

The concept used for the formation control is the 

distributed guidance route. The leader quadcopter, which is 

quadcopter 1, provides guidance routes to its two neighboring 

followers, follower 2 and follower 3 in this case. Then, they 

will provide another guidance routes to the other two 

followers, follower 4 and follower 5, respectively. The leader 

will move to the main target point of the group that has been 

determined from the beginning. The guiding route provided 

by the leader is in the form of destination points that changes 

dynamically based on the leader’s position. Define 

[𝑥𝑡𝑎𝑟𝑔𝑒𝑡 𝑦𝑡𝑎𝑟𝑔𝑒𝑡 𝑧𝑡𝑎𝑟𝑔𝑒𝑡]𝑇 as the 𝑖-th quadcopter’s 

destination point at each time 𝑡. The destination point of each 

follower can be written as follows: 

𝑋𝑡𝑎𝑟𝑔𝑒𝑡2(𝑡) = [𝑥𝑙𝑒𝑎𝑑𝑒𝑟 + 2𝑙 sin 𝑣 

𝑦𝑙𝑒𝑎𝑑𝑒𝑟 − 6𝑙 cos 𝑣       𝑧𝑙𝑒𝑎𝑑𝑒𝑟] 
(21) 

𝑋𝑡𝑎𝑟𝑔𝑒𝑡3(𝑡) = [𝑥𝑙𝑒𝑎𝑑𝑒𝑟 − 6𝑙 sin 𝑣 

𝑦𝑙𝑒𝑎𝑑𝑒𝑟 + 2𝑙 cos 𝑣       𝑧𝑙𝑒𝑎𝑑𝑒𝑟] 
(22) 
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𝑋𝑡𝑎𝑟𝑔𝑒𝑡4(𝑡) = [𝑥𝑓𝑜𝑙𝑙𝑜𝑤𝑒𝑟2 + 2𝑙 sin 𝑣 

𝑦𝑓𝑜𝑙𝑙𝑜𝑤𝑒𝑟2 − 6𝑙 cos 𝑣       𝑧𝑓𝑜𝑙𝑙𝑜𝑤𝑒𝑟2] 
(23) 

𝑋𝑡𝑎𝑟𝑔𝑒𝑡5(𝑡) = [𝑥𝑓𝑜𝑙𝑙𝑜𝑤𝑒𝑟3 − 6𝑙 sin 𝑣 

𝑦𝑓𝑜𝑙𝑙𝑜𝑤𝑒𝑟3 + 2𝑙 cos 𝑣       𝑧𝑓𝑜𝑙𝑙𝑜𝑤𝑒𝑟3] 
(24) 

Where 𝑙 is the constant of the formation and 𝑣 is the angle of 

the formation. There is also a constant value of 2 and 6 which 

can be changed according to the desired formation. It can be 

seen from (21) and (22) that the targets for follower 2 and 

follower 3 depend on the leader's position. The combination 

of 𝑥𝑡𝑎𝑟𝑔𝑒𝑡 and 𝑦𝑡𝑎𝑟𝑔𝑒𝑡  are adjusted so that they are to the right 

and left of the leader. While 𝑧𝑡𝑎𝑟𝑔𝑒𝑡  is equal to the leader’s 

height. Likewise followers 4 and 5, but because they are 

second-level followers, they get guidance from followers 2 

and 3, respectively. 

D. Obstacle Avoidance Control Design 

The Artificial Potential Field (APF) method used is the 

modified one, namely optimal APF. The algorithm is 

developed through a scenario where a quadcopter flies in 

three-dimensional space and its position is 𝑋 = (𝑥, 𝑦, 𝑧)𝑇. 

There are three fields that affect the quadcopter movement. 

They are an attractive field 𝑈𝑎𝑡𝑡 of the target, the repulsive 

field 𝑈𝑟𝑒𝑝 from obstacles, and the repulsive field from other 

quadcopters 𝑈𝑞𝑢𝑎𝑑 as written here 

𝑈𝑎𝑡𝑡(𝑋) =
1

2
𝑘𝑎𝑡𝑡(𝑋 − 𝑋𝑡𝑎𝑟𝑔𝑒𝑡)

2
 (25) 

𝑈𝑟𝑒𝑝(𝑋)

=

{
 
 

 
 
1

2
𝑘𝑟𝑒𝑝 (

1

𝜌(𝑋)
−
1

𝜌0
)
2

(𝑋 − 𝑋𝑡𝑎𝑟𝑔𝑒𝑡)
𝑛
,

                                          𝑓𝑜𝑟 𝜌(𝑋) ≤ 𝜌0
0,

                                         𝑓𝑜𝑟 𝜌(𝑋) > 𝜌0

 
(26) 

𝑈𝑞𝑢𝑎𝑑(𝑖)

=

{
  
 

  
 ∑

1

2
𝑘𝑟𝑒𝑝 (

1

𝜌(𝑋𝑖𝑗)
−
1

𝜌0
)

2

(𝑋𝑖 − 𝑋𝑡𝑎𝑟𝑔𝑒𝑡)
𝑛

𝑚

𝑗=1

,

                                       𝑓𝑜𝑟 𝜌(𝑋𝑖𝑗) ≤ 𝜌𝑢𝑎𝑣
0,

                                       𝑓𝑜𝑟 𝜌(𝑋𝑖𝑗) > 𝜌𝑢𝑎𝑣

 
(27) 

𝑘𝑎𝑡𝑡 is the attractive gain constant, 𝑋 is the quadcopter 

position vector, 𝑋𝑡𝑎𝑟𝑔𝑒𝑡 is the target position vector, 𝑘𝑟𝑒𝑝 is 

the repulsive gain constant, 𝑛 is any real number whose value 

is greater than zero, 𝜌(𝑋) is the distance between the 

quadcopter’s current position and the obstacle, and 𝜌0 and 

𝜌𝑢𝑎𝑣 is the influence distant of the repulsive field on the 

quadcopter from obstacles and other quadcopters, 

respectively. 𝜌(𝑋𝑖𝑗) is the Euclidean distance between 𝑖-th 

quadcopter and 𝑗-th quadcopter. 𝑚 is the number of 

quadcopters. 

The three fields will produce their respective forces which 

produce a resultant force (28) and are explained further by 

(29) up to (32). 𝐹𝑡𝑜𝑡𝑎𝑙 is the resultant force, 𝐹𝑎𝑡𝑡 is the 

attractive force, 𝐹𝑟𝑒𝑝 is the repulsive force from the obstacle, 

and 𝐹𝑞𝑢𝑎𝑑 is the repulsive force of other quadcopters. The 

𝐹𝑡𝑜𝑡𝑎𝑙 has three values, for X, Y, and Z axes. The forces are 

added to the quadcopter’s current position and become 

reference positions for the flight controller. As for supporting 

the process of maintaining the formation, the value will be 

varied if it meets certain criteria. For the leader, if the distance 

between the leader and one or more of the followers is too 

far, its forces for the X and Y axes will be divided by 100. On 

the other hand, if the distance between the follower and its 

destination is too far, its forces for the X and Y axes will be 

multiplied by 1.5. That way, on some occasions, the leader 

will slow down, and the follower will accelerate at the same 

time. This approach will help the quadcopters to maintain the 

formation more and smoother trajectory. 

One important concept to note is height-based obstacle 

avoidance. The current APF concept can only do avoidance 

horizontally. Therefore, the repulsive algorithm will work if 

𝜌(𝑋) ≤ 𝜌0 and the height of the quadcopters is 0.075 meters 

lower than the obstacles (𝑧 − 0.075 ≤ ℎ𝑜𝑏𝑠𝑡𝑎𝑐𝑙𝑒𝑠). A 

reduction of 0.075 or half of the Quanser Qdrone height in 

meters is applied because, in real world practice, the height 

of the quadcopter is calculated from its center of mass which 

is usually right in the middle of the quadcopter body. In other 

words, if only (𝑧 ≤ ℎ𝑜𝑏𝑠𝑡𝑎𝑐𝑙𝑒𝑠) is used, the quadcopter body 

may crash into an obstacle. 

𝐹𝑡𝑜𝑡𝑎𝑙(𝑋) = 𝐹𝑎𝑡𝑡(𝑋) + 𝐹𝑟𝑒𝑝(𝑋) + 𝐹𝑞𝑢𝑎𝑑(𝑖) (28) 

𝐹𝑎𝑡𝑡(𝑋) = −𝑔𝑟𝑎𝑑(𝑈𝑎𝑡𝑡) = −𝑘𝑎𝑡𝑡(𝑋 − 𝑋𝑡𝑎𝑟𝑔𝑒𝑡) (29) 

𝐹𝑟𝑒𝑝(𝑋) = −𝑔𝑟𝑎𝑑(𝑈𝑟𝑒𝑝)

= {
𝐹𝑟𝑒𝑝1(𝑋) + 𝐹𝑟𝑒𝑝2(𝑋),   𝑓𝑜𝑟 𝜌(𝑋) ≤ 𝜌0
0,                                       𝑓𝑜𝑟 𝜌(𝑋) > 𝜌0

 
(30) 

where 

𝐹𝑟𝑒𝑝1(𝑋) = 𝑘𝑟𝑒𝑝 (
1

𝜌(𝑋)

−
1

𝜌0
)

1

𝜌(𝑋)2
(𝑋

− 𝑋𝑡𝑎𝑟𝑔𝑒𝑡)
𝑛 𝜕𝜌(𝑋)

𝜕(𝑋)
 

(31) 

𝐹𝑟𝑒𝑝2(𝑋) = −
𝑛

2
𝑘𝑟𝑒𝑝 (

1

𝜌(𝑋)
−
1

𝜌0
)
2

(𝑋

− 𝑋𝑡𝑎𝑟𝑔𝑒𝑡)
𝑛−1 𝜕(𝑋 − 𝑋𝑡𝑎𝑟𝑔𝑒𝑡)

𝜕(𝑋)
 

(32) 

As explained in the first section, there are two avoidance 

control strategies that will be compared. First, a strategy 

where formation is more important than obstacle avoidance. 

In this strategy, the quadcopters will try to maintain the 

formation all the time, called total avoidance. Conversely, the 

second strategy prioritizes obstacle avoidance over formation 

and is called minimal avoidance. To create both strategies, 

the evasion radius, 𝜌0, on APF will be modified. 

For total avoidance, the formation will be treated as one 

body. Therefore, the value of the evasion radius 𝜌0 is taken 

from the outermost quadcopter’s minimum distance to the 

obstacle so that the formation will avoid a safe distance for 

all quadcopters. To achieve this, we use if logic and choose 

𝜌0 = 20 for all conditions. The value 20 is taken because the 

leader has a distance of about 16 meters from the outermost 

follower. 
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As for minimal avoidance, the formation will still be 

formed and maintained but it can be broken up more easily 

because the size of the formation is not considered. In some 

instances, some quadcopters must disengage before returning 

to formation after avoiding obstacles. Each quadcopter has an 

evasion radius that varies relative to the size of the obstacle, 

𝜌0 = 𝑎 ∗ 𝑟𝑎𝑑𝑖𝑢𝑠. 𝑎 is a constant whose value can be adjusted 

and 𝑟𝑎𝑑𝑖𝑢𝑠 is the radius of the obstacles since it is tubular. In 

this paper, we choose 𝑎 = 2. But the minimal avoidance has 

a constraint that it only works well when the 𝑟𝑎𝑑𝑖𝑢𝑠 <
1

4
 of 

the distance between leader and follower 2 or 3. So this 

strategy will only work if the obstacle has a radius of less than 

2, in this case. 

Lastly, the combined strategy combines the concepts of 

total avoidance and minimal avoidance strategy. It is a more 

versatile strategy based on the faced obstacle. 

E. Formation Performance Index 

To see how the performance of the quadcopters maintains 

the formation, a modified formation performance index is 

created, which is defined as follows: 

𝐼(𝑡) = ∑|(‖𝑋𝑙𝑒𝑎𝑑𝑒𝑟 − 𝑋𝑖‖

5

𝑖=2

− ‖𝑋𝑙𝑒𝑎𝑑𝑒𝑟 − 𝑋𝑡𝑎𝑟𝑔𝑒𝑡𝑖‖ )| 

(33) 

Where 𝐼(𝑡) is the performance index per unit of time. 𝑋𝑙𝑒𝑎𝑑𝑒𝑟  

is the leader position, 𝑋𝑖 is the 𝑖-th follower position, 𝑋𝑡𝑎𝑟𝑔𝑒𝑡𝑖 

is the 𝑖-th follower desired position. The concept of this index 

is to compare actual formation and formation that should be 

formed based on the distance of each quadcopter to the 

leader. The index will be zero if and only if the formation is 

perfect. 

III. RESULTS AND DISCUSSION 

The designed algorithm testing will be carried out by 

combining the two tasks, formation control, and obstacle 

avoidance, in several scenarios. There are 5 quadcopters 

moving in formation towards a destination point. The 

destination point is only known by the leader, while the 

followers only follow the leader. On the track, there are one 

or more obstacles that must be avoided. For all tests, the 

target and initial position of each quadcopter are listed in 

Table V. 

TABLE V.  INITIAL CONDITIONS OF QUADCOPTERS AND TARGET 

Parameter 𝑋(𝑚) 𝑌(𝑚) 𝑍(𝑚) 
Quadcopter 1 1 1 0 

Quadcopter 2 50 1 0 

Quadcopter 3 1 50 0 

Quadcopter 4 25 20 0 

Quadcopter 5 20 25 0 

Target 500 500 30 

 

In addition, the value of other parameters is already set. 

𝑘𝑟𝑒𝑝 = 0.04, 𝑘𝑎𝑡𝑡 = 0.3, 𝑙 = 2, 𝑣 =
𝜋

2
, 𝑛 = 2, 𝜌0 of minimal 

avoidance is 2 ∗ 𝑟𝑎𝑑𝑖𝑢𝑠, 𝜌0 of total avoidance is max(2 ∗
𝑟𝑎𝑑𝑖𝑢𝑠, 20) for obstacles size smaller than 10, and for 

obstacles bigger than 10, 𝜌0 of total avoidance is min(2 ∗
𝑟𝑎𝑑𝑖𝑢𝑠, 20). Each case will be tried using total avoidance and 

minimal avoidance strategies. The value of each gain can 

change the performance of the entire system. Small values of 

𝑘𝑎𝑡𝑡 and 𝑘𝑟𝑒𝑝 will make the quadcopter's movements slower 

but smoother when making a turn. On the other hand, if the 

values of 𝑘𝑎𝑡𝑡 and 𝑘𝑟𝑒𝑝 are too large, the quadcopter 

movement becomes faster but is very susceptible to excessive 

movements such as chattering, especially when avoiding 

obstacles. Meanwhile, 𝜌𝑜 will determine when avoidance is 

carried out. 

A. Case I – Big Obstacle Testing 

In the first case, the formation will be faced with a large 

obstacle. This test was conducted to see how large obstacles 

influence formation behavior. The specification for the 

obstacle is written in Table VI. 

TABLE VI.  OBSTACLE SPECIFICATION FOR THE FIRST CASE 

Obstacle 𝑋(𝑚) 𝑌(𝑚) 𝑍(𝑚) radius 

Obstacle 1 200 200 50 20 

 

Fig. 5 shows that the formation with the total avoidance 

strategy succeeded in carrying out the task. There is no 

collision between quadcopters or quadcopters that are 

separated from the formation. Avoidance is carried out at 

about 20 meters from the outer circle of the obstacle. This 

distance makes follower 4 quite close to the obstacle, but still 

at a safe distance. More details are in Fig. 7. 

Then from Fig. 6, the result obtained from minimal 

avoidance is quite similar to total avoidance. However, the 

formation makes a turn at a greater distance from the 

obstacle, where twice the radius means about 40 meters from 

the obstacle. A clearer appearance can be seen in Fig. 8. 

Moreover, with the same number of iterations, the total 

avoidance strategy will reach a farther position than the 

minimal avoidance. In Fig. 7, the formation has almost 

reached the destination point which is marked by a red circle. 

While in Fig. 8, the formation is still in the middle of the road. 

Of course, a longer turn will result in a longer travel time. 

 

Fig. 5. Test case I – total avoidance 

 

Fig. 6. Test case I – minimal avoidance 
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Fig. 7. Top view of case I - total avoidance 

 

Fig. 8. Top view of case I – minimal avoidance 

If we look at Fig. 9, Fig. 10, Fig. 11, there is only a slight 

deviation in the distance between the leader and its followers. 

Deviations in the total avoidance strategy occur shorter than 

the minimal avoidance, none other than because the 

avoidance distance is longer. After a while, the difference 

tries to return to its initial value. Uniquely, the shift on the 

chart is not up but down towards the ideal value of the 

formation distance. The presence of obstacles makes the 

movement of the quadcopter slow down so that the desired 

formation is formed better. 

 

Fig. 9. The distance between leader and followers in test case I: (a) total 

avoidance and (b) minimal avoidance 

 

Fig. 10. The distance between follower 2 and other followers in test case I: 

(a) total avoidance and (b) minimal avoidance 

 

Fig. 11. The distance between follower 4 and follower 5 in test case I: total 

avoidance and minimal avoidance 

Based on Fig. 12, the formation performance index shows 

good results. Most of the time, the index reaches a fairly low 

value close to 0, especially when the formation is dodging 

obstacles. The mean of test case I with total avoidance 

strategy is 0.2310 while the minimal avoidance is 0.2122. 

This whole simulation is completed in about 15 minutes 

in our computer, corresponding to around 9000 seconds in the 

real-time metric. This shows that computational complexity 

may not be a burden on this simulation. 

 

Fig. 12. Formation performance index for test case I: (a) total avoidance and 

(b) minimal avoidance 

B. Case II – Small Obstacle Testing 

Contrary to case I, the obstacle for case II is small enough 

even smaller than the formation size. The specification of the 

obstacle is written in Table VII. 

TABLE VII.  OBSTACLE SPECIFICATION FOR THE SECOND CASE 

Obstacle 𝑋(𝑚) 𝑌(𝑚) 𝑍(𝑚) radius 

Obstacle 1 200 200 50 20 

 

For small obstacle avoidance, the total avoidance strategy 

still provides the same treatment as a large obstacle. The 

formation remains united because the leader dodges at a 

distance of about 20 meters, which is safe for the entire 

formation as shown in Fig. 13 and Fig. 15. 

On the other hand, for the minimal avoidance strategy in 

Fig. 14 and Fig. 16, the formation must be separated to the 

left and right of the obstacle. The size of the obstacle is small 

enough so that the gap between quadcopters can pass. Due to 

the position of the obstacle is right in the middle of the 

formation route, the leader must evade and deflect the entire 

formation. 
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Fig. 13. Test case II – total avoidance 

 

Fig. 14. Test case II – minimal avoidance 

 

Fig. 15. Top view of case II - total avoidance 

 

Fig. 16. Top view of case II - minimal avoidance 

The same thing happens as in test case 1. In Fig. 17, there 

is a deviation around iteration 100000 to 200000, or the time 

when the formation avoids the obstacle. It strengthened the 

phenomenon that the obstacle perfected the formation. This 

time, the deviation for minimal avoidance is shorter than total 

avoidance. 

The performance index of test case II also looks good. 

The average formation performance index for the total 

avoidance strategy is 0.2164 and for the minimal strategy is 

0.2033. The result is shown in Fig. 18.  

 

Fig. 17. The distance between leader and followers in test case II: (a) total 

avoidance and (b) minimal avoidance 

 

Fig. 18. Formation performance index for test case II: (a) total avoidance and 

(b) minimal avoidance 

C. Case III – Testing with Various Obstacles 

The third case incorporates different forms of obstacles, 

including variations in height. Obstacle specifications are in 

Table VIII. 

TABLE VIII.  OBSTACLE SPECIFICATION FOR THE THIRD CASE 

Obstacle 𝑋(𝑚) 𝑌(𝑚) 𝑍(𝑚) radius 

Obstacle 1 200 200 50 10 

Obstacle 2 300 275 50 10 

Obstacle 3 220 270 5 10 

Obstacle 4 240 250 30 10 

 

Fig. 19 represents both total avoidance and minimal 

avoidance because they have identical results. This 

phenomenon occurs because the obstacle size, 10, is the value 

that makes the avoidance radius of both strategies the same 

so that the resulting behavior is also the same. For total 

avoidance, the evasion radius is 20. Whereas the minimal 

avoidance will determine the evasion radius based on 2 times 

the size of the obstacle, which also happens to be 20 in this 

case. The formation will avoid the very front obstacle because 

it is right in the middle and has a height that exceeds the 

formation's flying height. Then, the formation will also avoid 

obstacle 4 because its height is as high as the formation. The 

0.075 meters rule works in a case like this. 

 

Fig. 19. Test case III – total avoidance and minimal avoidance 
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As seen in Fig. 20 and Fig. 21, the chart for case III has 

more ups and downs than the others because the formation 

needs to do more avoidances along the way. The formation 

performance index for both strategies has the same average 

value, which is 0.23. 

 

Fig. 20. The distance between leader and followers in test case III: (a) total 

avoidance and (b) minimal avoidance 

 

Fig. 21. Formation performance index for test case III: (a) total avoidance 

and (b) minimal avoidance 

D. Case IV – Combined Strategy Testing 

For the last case, we use the combined strategy to fly 

through various obstacles, this time also with variation in 

radius. The obstacle specifications can be seen in Table IX 

and the main difference from the rest is the first and second 

obstacles.  

TABLE IX.  OBSTACLE SPECIFICATION FOR THE FOURTH CASE 

Obstacle 𝑋(𝑚) 𝑌(𝑚) 𝑍(𝑚) radius 

Obstacle 1 200 200 50 15 

Obstacle 2 300 325 50 1.5 

Obstacle 3 220 270 5 10 

Obstacle 4 240 250 30 10 

 

The result is shown in Fig. 22. The formation succeeds in 

reaching its target by passing three obstacles, two of which 

are the biggest and the smallest. When facing the biggest 

obstacle, the formation chooses total avoidance. On the other 

hand, it chooses minimal avoidance to slip through the 

smallest obstacle. By selecting the best strategy for a given 

situation, the movement of the formation becomes more 

efficient and smoother to achieve the goal. 

E. Discussion 

In this sub-section, we will discuss some important 

aspects of the proposed strategies. 

The result of the proposed control design is strongly 

influenced by the selected parameter values. Changing the 

value of each parameter can change the performance of the 

entire system as well as the formation. We carried out several 

experiments using varying gain values, the results of which 

are shown in Table X. Fig. 23 also shows the first experiment 

result.  

 

Fig. 22. Test case IV – combined strategy 

TABLE X.  EFFECT OF APF GAIN VALUES ON SYSTEM PERFORMANCE  

𝐾𝑎𝑡𝑡 𝐾𝑟𝑒𝑝 Result 

Total 

Avoidanc 

Performance 
Index 

Minimal 

Avoidance 

Performance 
Index 

1 40 

Very high 

chattering effect. 2 
Quadcopters out of 

formation during 

avoidance. 

1.0009 4.4143 

1 10 

Chattering effect 
decreased. 2 

Quadcopters out of 

formation 

1.0009 1.0009 

1 1 

Similar to the 

previous 

experiment 

0.9714 0.9714 

0.01 0.4 

Shows the 
smoothest results 

but the slowest 
movements per 

iteration. There's 

still a quadcopter 
left behind. 

0.8616 0.8616 

 

 
Fig. 23. Simulation with 𝐾𝑎𝑡𝑡 = 1 and 𝐾𝑟𝑒𝑝 = 40. (a) Total Avoidance, (b) 

Minimum Avoidance 

These results strengthen the discussion at the beginning 

of section III regarding the influence of each gain value on 

system performance. 

We have seen how two strategies for obstacle avoidance, 

total avoidance and minimal avoidance, work in various 

cases. Experimenting in these diverse environments helps us 

to see the strengths of each approach. In addition, we never 

know what kind of obstacles the formation will face on a real 
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mission so it is good to prepare for as many possible scenarios 

as possible. The comparisons between them are summarized 

in Table XI. 

TABLE XI.  COMPARISON OF TOTAL AND MINIMAL AVOIDANCE 

Criteria Total Avoidance Minimal Avoidance 

Path length 
Longer for small 

obstacle 

Longer for big 

obstacle 

Formation 

maintenance 
More compact Easier to break 

Average formation 

performance index 
0.8000 1.2227 

 

Then, we will go back to section III.B, where we 

mentioned that the minimal avoidance strategy only works 

well with obstacles with 𝑟𝑎𝑑𝑖𝑢𝑠 <
1

4
 of the distance between 

leader and follower 2 or 3. We believe this statement becomes 

clearer as we go through the fourth section. In the previous 

sub-section, the small obstacle has a radius of 1.5 and it goes 

well. But if we increase the size to 2 for example, follower 3 

will be out of formation for a moment of time because the 

condition is very difficult to deal with. The distance between 

leader and follower 3 is 8 meters. If the leader, to avoid 

obstacles, shifts to the left 4 meters, because of 2 ∗ 𝑟𝑎𝑑𝑖𝑢𝑠, 

follower 3 will also shift identically. At that moment, 

follower 3 will crash into the obstacle as it replaces the 

leader’s previous position. It will try to avoid the obstacle 

relentlessly and create a kind of chattering movement. So, we 

put up with the constraint. Of course, the constraint value 

itself is a variable that changes based on the formation size. 

Even though many considerations have been put into the 

method, of course there are still many possibilities that can be 

considered for future research, including adaptive methods or 

dynamic parameter changes. This development can be a 

bridge for further developments such as different obstacle 

shapes or different formations. 

IV. CONCLUSION 

The use of the guidance route method combined with 

optimal Artificial Potential Field (APF) is effective for 

carrying out the task of setting up formations and avoiding 

obstacles in a group of quadcopters. The average of all 

formation performance index for the total avoidance strategy 

is 0.8000 and for the minimal avoidance strategy is 1.2227. 

These values show that the formation is maintained all the 

time with only a few errors. Avoidance strategies, both total 

and minimum avoidance have their own advantages and 

disadvantages. The total avoidance strategy works better 

when facing relatively large obstacles. Meanwhile, the 

minimum avoidance works more efficiently when passing 

small obstacles. Their use can be adapted to the conditions at 

hand or perhaps combined to be the combined strategy that 

implements the advantage of both strategies.  

The contribution of this article is the use of optimal APF 

for quadcopter formation under static obstacles. Several 

limitations of this work include the limited formation choices 

as well as the homogeneous agents, which could be 

considered as the prospect of future research. The future work 

of this method is to improve the functionality, such as 

dynamic obstacles, as well as real-world implementation, 

which may include certain phenomenon such as sensor noise, 

communication problem, or underactuated systems.  
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