
Journal of Robotics and Control (JRC) 

Volume 5, Issue 6, 2024 

ISSN: 2715-5072, DOI: 10.18196/jrc.v5i6.23585 1827 

 

 Journal Web site: http://journal.umy.ac.id/index.php/jrc Journal Email: jrc@umy.ac.id 

Model-free Optimal Control for Underactuated 

Quadrotor Aircraft via Reinforcement Learning 

Quynh Nga Duong 1, Ngoc Trung Dang 2* 

1, 2 Faculty of Electrical Engineering, Thai Nguyen University of Technology, Thai Nguyen, Vietnam 

Email: 1 duongquynhngaktd@tnut.edu.vn, 2 trungcsktd@tnut.edu.vn 

*Corresponding Author 

 
Abstract—The control of Unmanned Aerial Vehicles 

(UAVs), especially quadrotor aircraft, has many practical 

applications such as transporting, mapping, rescue, and 

agricultural applications. This paper investigates solving the 

optimal tracking control problem for a quadrotor system. First, 

an underactuated quadrotor system is considered a highly 

nonlinear system with six degrees of freedom and four inputs. 

Second, a hierarchical control structure consisting of position 

and attitude controller is adopted to address the underactuated 

problem, the position controller to achieve the desired tracking 

and generates the references for the attitude controller, and the 

attitude controller to achieve the reference attitude tracking. 

Third, to achieve optimal trajectory tracking, two Data- based 

Reinforcement Learning (RL) algorithms are applied to both 

position and attitude controllers to find the optimal control 

input by using the input- output quadrotor system data. 

Compared with the traditional optimal algorithms which 

require directly solving the Algebraic Ricatti Equation (ARE) 

or the Hamilton-Jacobi-Bellman (HJB) equation. It is 

impossible or difficult to implement due to the high nonlinear 

dynamic nature of the quadrotor system. By using RL in the 

proposed method, optimal policies can be learned without the 

knowledge of quadrotor dynamic information. Applying the 

learning control policies to the quadrotor system, the vehicle 

achieves optimal trajectory tracking. Finally, a simulation result 

is conducted to verify the optimal trajectory tracking for 

quadrotor with the proposed controller. 

Keywords—Quadrotor System; Reinforcement Learning; 

Optimal Tracking Control; Data-based Control. 

I. INTRODUCTION   

In recent years, Unmanned Aerial Vehicles (UAVs) have 

gained significant attention from the research community and 

industry. In practice, UAVs are used to assist people in 

difficult tasks such as rescue missions, fire detection, 

geological surveys, military operations, agricultural 

applications, and more [4]-[9]. Among the types of UAVs, 

the quadrotor aircraft has emerged due to its ability to take 

off vertically and fly flexibly in space. The quadrotor system 

is a machine with a rigid body connected to four rotors, so 

this system is underactuated and strong coupling following to 

six degrees of freedom and four inputs [1]-[3]. Furthermore, 

the completed dynamics of the quadrotor are difficult to 

achieve in practical applications due to the dynamic 

uncertainties and highly nonlinear nature. Uncertainty 

dynamics is a common problem of the quadrotor aircraft 

because the vehicle is usually required to carry unknown 

payloads in the flight application [29][32], which leads to the 

model parameter being uncertain. Therefore, the control 

design problem for the quadrotor system is challenging. To 

solve this problem, several traditional model-based control 

approaches are developed for the nonlinear system such as: 

adaptive control approaches in [4]-[6], robust adaptive 

control based sliding mode control (SMC) approaches [7]-

[9]. Although control methods in [4]-[9] can robust the 

dynamic uncertainty, they do not guarantee the optimal 

tracking problem and require the completed dynamic 

information.  

Implementing the optimal control scheme requires the 

approximate algorithms to solve the Algebraic Ricatti 

Equation (ARE) or the Hamilton-Jacobi-Bellman (HJB) 

which are directly difficult to implement for nonlinear 

quadrotor systems. The development of Reinforcement 

Learning (RL) has significant implications for addressing the 

optimal control problem [10][11]. By using the RL method, 

the optimal control policy can be learned without the 

knowledge of the system dynamics. In recent years, several 

RL-based control methods have been developed for the 

underactuated quadrotor shown in [12]-[15]. In [12], the 

authors used model-based RL for low-level control of a priori 

unknown quadrotor dynamics to achieve the stabilize of the 

vehicle in hover task from the system data. However, this 

method is designed to model with unchanging dynamics, 

therefore do not adapt to rapid changes. In [13], the RL 

method was applied to train a common neural network (NNs) 

to directly map state to actuators, but this work does not 

consider physical limits of the quadrotor system because its 

dynamic model was simplified. In [14], the authors 

developed an NN-based adaptive optimized controls for the 

underactuated quadrotor based on backstepping technique, 

but the dynamic uncertainties do not mention. In [15], the 

authors developed the integral RL for the position controller 

and the terminal SMC for the attitude controller to perform 

the various flying tasks with different loads while 

guaranteeing optimal performance, but the knowledge of 

attitude dynamic information is required. 

In this paper, the model-free optimal tracking control 

problem is addressed for the underactuated quadrotor system 

subject to highly nonlinear and strong coupling. For the 

traditional optimal approaches in [16] and [17], the optimal 

control policies are by directly solving the HJB equation or 

ARE which is difficult to apply to the quadrotor system due 

to the highly nonlinear nature and the dynamic uncertainties. 

So, the motivation of this paper is to design an optimal 

controller to track the quadrotor system following a 

predefined trajectory without the knowledge of dynamic 

information. First, the underactuated quadrotor system is 
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divided into two subsystems: the position subsystem and the 

attitude subsystem. Second, a hierarchical control structure 

consisting of the position controller and the attitude controller 

is adopted to address the underactuated problem, the position 

controller is to achieve the desired position tracking and 

generates the desired references for the attitude controller, 

and the attitude controller is to achieve the reference attitude 

tracking. Then, the data-based RL method is applied for both 

the position and attitude controller. By using the input-output 

quadrotor system data, the control policies can be obtained 

without directly solving the ARE and the HJB equation. 

Compared with the RL-based control in the previous studies 

in [14] and [15], the proposed method is to achieve optimal 

policies without the knowledge of system dynamic 

information.  

The main contributions of this paper are listed following 

as 

• The model-free optimal tracking control for the 

underactuated quadrotor is solved. By using data-based 

RL for both the position and the attitude controller, the 

optimal control policies can be learned by using the input-

output system data. The vehicle with the learning policies 

optimally tracks to the desired reference trajectory which 

the previous works in [25]-[80] do not mention. 

• The proposed controller is to restrain the influence of the 

high nonlinearity and uncertainties of the quadrotor 

system which the traditional optimal approaches in [16], 

[17] are impossible or difficult to implement in practical 

applications.  

The rest of the paper is structured as follows. The 

quadrotor dynamics model is introduced in Section II. The 

data-based RL design for the position and attitude controller 

for the quadrotor illustrated in Section III. A simulation result 

is conducted to verify the effectiveness of the proposed 

controller in Section IV. Finally, concluding remarks are 

contained in Section V. 

Notation: 𝐼𝑛 is a unit 𝑛 × 𝑛 matrix, 0𝑛×𝑚 is a 𝑛 × 𝑚 zeros 

matrix, 𝑐𝑛,𝑚 is a column vector with 1 on the 𝑚𝑡ℎelement and 

0 in elsewhere. 

II. QUADROTOR MODEL 

The quadrotor system is considered as a machine with a 

rigid body connected to four rotors. Let 𝐸 = [𝐸𝑥 , 𝐸𝑦 , 𝐸𝑧]
𝑇
 

donates the Earth fixed frame and 𝐵 = [𝐵𝑥 , 𝐵𝑦 , 𝐵𝑧]
𝑇
 donates 

the body fixed frame. Let 𝑝 = [𝑥, 𝑦, 𝑧]𝑇 ∈ 𝑅3 donates the 

position of the mass center of the quadrotor in the Earth fixed 

frame, 𝜉 = [𝜙, 𝜃, 𝜓]𝑇 ∈ 𝑅3 donates the Euler angles 

following the roll angle 𝜙, the pitch angle 𝜃, the yaw angle 

𝜓. The roll and pitch angle satisfy the bounded condition: 
|𝜙| < 𝜋/2 and |𝜃| < 𝜋/2 due to the singularity problems. 

This is an important assumption for quadrotor control design.  

Moreover, the UAV quadrotor parameters are expressed in 

the following Table I. 

According to [18], the full dynamic model of the 

quadrotor system consists of the position subsystem and the 

attitude subsystem is described by (1). 

TABLE I.  PARAMETER OF QUADROTOR 

Mass of the quadrotor m (kg) 
Gravitational acceleration g (m/s^2) 

Inertial matrix 𝐽 = 𝑑𝑖𝑎𝑔([ 𝐽𝑥,  𝐽𝑦, 𝐽𝑧]) ∈ 𝑅3×3 

The arm length 𝑙 (𝑚) 

Positive parameter 𝑘𝑓 , 𝑘𝑡 

 

𝑚�̈� = 𝑇𝑝𝑅𝐵2𝐸𝑐3,3 − 𝑚𝑔𝑐3,3 

𝐽𝜉̈ = 𝐶(𝜉, 𝜉̇)𝜉̇ +  𝜏 
(1) 

where 𝑅𝐵2𝐸 ∈ 𝑆𝑂(3) is rotation matrix which transfer the 

quadrotor coordinates from the body fixed frame to Earth 

fixed frame.  

𝑅𝐵2𝐸

= [

𝑐𝜃𝑐𝜓 𝑐 𝜓𝑠𝜙𝑠𝜃 − 𝑐𝜙𝑠𝜓 𝑠𝜙𝑠𝜓 + 𝑐𝜙𝑐𝜓𝑠𝜃

𝑐𝜃𝑠𝜓 𝑐𝜙𝑐𝜓 + 𝑠𝜙𝑠𝜃𝑠𝜓 𝑐𝜙𝑠𝜃𝑠𝜓 − 𝑐𝜓𝑠𝜙

−𝑠𝜃 𝑐𝜃𝑠𝜙 𝑐𝜙𝑐𝜃

] 
(2) 

where 𝑠𝑖 and 𝑐𝑖 with (𝑖 = 𝜙, 𝜃, 𝜓) donate the sin(𝑖) and 

cos (𝑖), respectively. The nonlinear Coriolis matrix 

𝐶(𝜉, 𝜉̇) = [𝑐𝑖𝑗] ∈ 𝑅3×3 is shown in [19]. The total lift  𝑇𝑝 ∈

𝑅 and the control torque 𝜏 = [𝜏𝜙, 𝜏𝜃 , 𝜏 𝜓] ∈ 𝑅3. In practical 

applications, the total lift and the control torque are 

completely generated by adjusting the speed of four rotors. 

𝑇𝑝 = 𝑘𝑓(Ω1
2 + Ω2

2 + Ω3
2 + Ω4

2) 

𝜏𝜙 = 𝑙𝑘𝑓(Ω2
2 − Ω4

2) 

𝜏𝜃 = 𝑙𝑘𝑓(Ω1
2  −  Ω3

2) 

𝜏𝜓 = 𝑘𝑡(Ω1
2 − Ω2

2 + Ω3
2 − Ω4

2 ) 

(3) 

where Ω𝑖  (𝑖 = 1,2,3,4) donates the speed of rotor 𝑖. 

Remark 1: The quadrotor system is underactuated due to six 

degrees of freedom (DoF) while four independent inputs. 

Besides, it is easy to observe that the quadrotor dynamics is 

highly nonlinear and coupling. Therefore, the model-based 

control approaches are difficult to implement in practical 

applications. 

Define 𝑢𝑝 = [𝑢𝑝𝑥, 𝑢𝑝𝑦 , 𝑢𝑝𝑧]
𝑇

∈ 𝑅3 as a virtual position 

control input satisfies 

[

𝑢𝑝𝑥

𝑢𝑝𝑦

𝑦𝑝𝑧

]  = 𝑇𝑝 [ 

𝑠𝜙𝑠𝜓 + 𝑐𝜙𝑐𝜓𝑠𝜃

𝑐𝜙𝑠𝜃𝑠𝜓 − 𝑐𝜓𝑠𝜙

𝑐𝜙𝑐𝜃

] − [
0
0

𝑚𝑔
] (4) 

The dynamic model of quadrotor can be rewritten as 

�̈� = 𝑚−1𝑢𝑝 (5) 

𝜉̈ = 𝐽−1𝐶(𝜉, 𝜉̇)𝜉̇ +  𝐽−1𝜏 (6) 

Remark 2: The position dynamic equation in Eq. (5) is 

considered a linear system with the virtual position control 

input 𝑢𝑝. Therefore, it is possible to apply several linear 
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control methods such as Linear Quadratic Regulator (LQR) 

control as [24] or Linear Quadratic Tracking (LQT) in the 

position control design. It is noted that the definition of 

virtual position control input signals does not simplify the 

nonlinear position dynamic model to linear model.  

The control objective of this paper is to design an optimal 

controller for the underactuated quadrotor system to achieve 

optimal trajectory tracking under the influence of dynamic 

uncertainties. Moreover, the optimal data-based RL 

controller is developed for both the position and attitude 

controllers (see Fig. 1). It means that the quadrotor can 

achieve the reference trajectory tracking with unknown 

dynamics. In fact, the quadrotor dynamic information is 

reconstructed by using the quadrotor system data.  

III. CONTROL DESIGN 

In this section, the optimal position controller and optimal 

attitude controller are designed based on RL algorithms. To 

achieve trajectory tracking, the hierarchical control structure 

of position and attitude controller which is shown in Fig. 1 is 

adopted, the position controller is to achieve the desired 

tracking and generates the references for the attitude 

controller, and the attitude controller is to achieve the 

reference attitude tracking. By using input-output quadrotor 

system data, the optimal solutions of the position and attitude 

controller can be learned without the knowledge of dynamic 

system. It means that the proposed controller-based RL is to 

handle the disadvantage of unknown dynamic uncertainty, 

which has not been studied in conventional methods. 

A. Position Controller Design 

Define 𝑥𝑝 = [𝑝𝑇 , �̇�𝑇]𝑇 ∈ 𝑅6 as the position state of the 

quadrotor. The position subsystem in Eq. (5) can be rewritten 

as 

�̇�𝑝 = 𝐴𝑝𝑥𝑝 + 𝐵𝑝𝑢𝑝 (7) 

where 𝐴𝑝 = [
03×3 𝐼3
03×3 03×3 

] ∈ 𝑅6×6 and 𝐵𝑝 = [
03×3

𝑚−1𝐼3
] ∈

𝑅6×3.  Assume that the reference trajectory of the quadrotor 

can is generated by the system �̇�𝑝𝑑 = 𝐴𝑝𝑑𝑥𝑝𝑑, with 𝑥𝑝𝑑 =

[𝑝𝑑
𝑇 , 𝑝�̇�

𝑇] ∈ 𝑅6 as the reference position vector. Define 𝑋𝑝 =

[𝑥𝑝
𝑇 , 𝑥𝑝𝑑

𝑇 ]
𝑇

∈ 𝑅12 as the argument position state of the 

quadrotor following  

�̇�𝑝 = 𝐴𝑝𝑋𝑝 + 𝐵𝑝𝑢𝑝 

𝐸𝑝 = 𝐶𝑝𝑋𝑝 
(8) 

where 𝐸𝑝 ∈ 𝑅3 as the position tracking error vector,  𝐴𝑝 =

 𝑑𝑖𝑎𝑔([𝐴𝑝,  𝐴𝑝𝑑]) ∈ 𝑅12×12, 𝐵𝑝 = [03×6 𝐵𝑝
𝑇
]
𝑇

∈ 𝑅12×3 

and 𝐶𝑝 = [𝐼3 03×3 −𝐼3 03×3] ∈ 𝑅3×12.  To achieve the 

optimal position policy, a performance function with a 

discount factor for the argument position system is given as 

𝑉𝑝(𝑋𝑝) =  ∫ 𝑒−𝛾𝑝(𝜏−𝑡)(𝐸𝑝
𝑇𝑄𝑝𝐸𝑝 + 𝑢𝑝

𝑇𝑅𝑝𝑢𝑝)𝑑𝜏
∞

𝑡

 (9) 

where 𝛾𝑝 > 0, 𝑄𝑝
𝑇 = 𝑄𝑝 ∈ 𝑅3×3 and 𝑅𝑝

𝑇 = 𝑅𝑝 ∈ 𝑅3×3are 

positive define matrix.  

Remark 3: The positive discount factor 𝛾𝑝 is required in the 

performance function to ensure that it remains bound when 

the desired reference does not approach zero as time goes to 

infinity.  

By using feedback control law 𝑢𝑝 = 𝐾𝑝𝑋𝑝 with 𝐾𝑝 ∈  𝑅3×12 

is the control gain, the performance function is rewritten as 

𝑉𝑝(𝑋𝑝) =  ∫ 𝑒−𝛾𝑝(𝜏−𝑡)𝑋𝑝 (𝑄𝑝 + 𝐾𝑝
𝑇𝑅𝑝𝐾𝑝) 𝑋𝑝𝑑𝜏

∞

𝑡

 (10) 

where 𝑄𝑝 = 𝐶𝑝
𝑇𝑄𝑝𝐶𝑝, by minimizing the performance 

function, the optimal position control policy obtains as 𝑢𝑝
∗ =

 𝐾𝑝
∗𝑋𝑝 with 𝐾𝑝

∗ = −𝑅𝑝𝐵𝑝Π and Π is the solution of the ARE 

equation. 

 

 

 

Fig. 1. The quadrotor control structure 
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𝐴
𝑇

𝑝Π + Π𝐴𝑝 − 𝛾𝑝Π + 𝑄𝑝 − Π𝐵𝑝𝑅𝑝
−1𝐵𝑝Π = 0 (11) 

The direct solution of the ARE equation in Eq. (11) 

requires the dynamic information of the position subsystem. 

However, the unknown dynamics resulted of unknown 

payloads, it is difficult to solve the ARE equation in Eq. (11) 

to obtain the optimal position control policy.  To achieve the 

model-free optimal control problem for the position 

subsystem of the quadrotor, a data- based RL is used to learn 

the optimal position control policy 𝑢𝑝
∗ . The argument position 

system is rewritten as 

�̇�𝑝 = 𝐴𝑝𝑋𝑝 + 𝐵𝑝𝑢𝑝
𝑖 + 𝐵𝑝(𝑢𝑝

0 − 𝑢𝑝
𝑖 )                     

= (𝐴𝑝 + 𝐵𝑝𝐾𝑝
𝑖)𝑋𝑝 + 𝐵𝑝(𝑢𝑝

0 − 𝐾𝑝
𝑖𝑋𝑝) 

(12) 

where 𝑢𝑝
0 is stabilizing and exploring control input and 𝐾𝑝

𝑖  is 

the update control gain in 𝑖𝑡ℎ iteration. Taking the time 

derivative of discounted performance function in Eq. (10) 

along the argument position dynamic system in Eq. (12). 

𝑑𝑉𝑝

𝑑𝑡
= (∆𝑉𝑝

𝑖)
𝑇
(𝐴𝑝 + 𝐵𝑝𝐾𝑝

𝑖)𝑋𝑝

+ (∆𝑉𝑝
𝑖)

𝑇
𝐵𝑝(𝑢𝑝

0 −  𝑢𝑝
𝑖 ) 

= −𝑋𝑝
𝑇 (𝑄𝑝 + [𝐾𝑝

𝑖]
𝑇
𝑅𝑝𝐾𝑝

𝑖)𝑋𝑝 + 𝛾𝑝𝑉𝑝

− 2(𝑢𝑝
0 − 𝐾𝑝

𝑖𝑋𝑝)
𝑇
𝑅𝑝𝐾𝑝

𝑖+1𝑋𝑝 

(13) 

By multiplying both sides Eq. (13) with 𝑒−𝛾𝑝𝑡 and integrating 

both side Eq. (13) in [𝑡, 𝑡 + 𝑇], the tracking Bellman equation 

can be obtained as 

𝑒−𝛾𝑝𝑇𝑋𝑝
𝑇(𝑡 + 𝑇)Π𝑖𝑋𝑝(𝑡 + 𝑇) − 𝑋𝑝

𝑇(𝑡)Π𝑖𝑋𝑝(𝑡) =  

∫ 𝑒−𝛾𝑝(𝜏−𝑡)𝑋𝑝
𝑇 (𝑄𝑝 + [𝐾𝑝

𝑖]
𝑇
𝑅𝑝𝐾𝑝

𝑖) 𝑋𝑝𝑑𝜏
𝑡+𝑇

𝑡

 

−2∫ 𝑒−𝛾𝑝(𝜏−𝑡)(𝑢𝑝 − 𝐾𝑝
𝑖𝑋𝑝)

𝑇
𝑅𝑝𝐾𝑝

𝑖+1𝑋𝑝𝑑𝜏
𝑡+𝑇

𝑡

 

(14) 

where 𝑇 is the interval time. Compared with the ARE in Eq. 

(11), the Bellman equation in Eq. (14) does not require the 

knowledge of the dynamic information of the quadrotor. In 

fact, the quadrotor dynamics is reconstructed by using the 

input-output system data. 

Algorithm 1: Data-based RL for position controller 

1. Step 1: Initialization with 𝑢𝑝
0 = 𝑢𝑝

𝑠 + 𝑢𝑝
𝑒  donate by 

stabilizing control input 𝑢𝑝
𝑠  and the exploring noise 

input 𝑢𝑝
𝑒 . Collect the system data 𝑋𝑝 and 𝑢𝑝

0. 

2. Solving the Bellman tracking equation by using 𝐾𝑝
𝑖  in 

this previous iteration to obtain Π𝑖 and 𝐾𝑝
𝑖+1. 

𝑒−𝛾𝑝𝑇𝑋𝑝
𝑇(𝑡 + 𝑇)Π𝑖𝑋𝑝(𝑡 + 𝑇) − 𝑋𝑝

𝑇(𝑡)Π𝑖𝑋𝑝(𝑡) = 

∫ 𝑒−𝛾𝑝(𝜏−𝑡)𝑋𝑝
𝑇 (𝑄𝑝 + [𝐾𝑝

𝑖]
𝑇
𝑅𝑝𝐾𝑝

𝑖) 𝑋𝑝𝑑𝜏
𝑡+𝑇

𝑡

 
(15) 

−2∫ 𝑒−𝛾𝑝(𝜏−𝑡)(𝑢𝑝
0 − 𝐾𝑝

𝑖𝑋𝑝)
𝑇
𝑅𝑝𝐾𝑝

𝑖+1𝑋𝑝𝑑𝜏
𝑡+𝑇

𝑡

 

 

3. Set 𝐾𝑝
𝑖 = 𝐾𝑝

𝑖+1 and go to 2 until ||𝐾𝑝
𝑖 − 𝐾𝑝

𝑖+1 || < 𝜖𝑝. 

Learning time is considered from the initial time to the 

convergence of Algorithm 1.  Furthermore, under the 

influence of dynamic uncertainties, the proposed RL 

Algorithms 1 are implemented with input-ouput quadrotor 

data collection in the practical system, which are utilized to 

solve the Eq. (15). Stabilizing and exploring control input is 

required in the RL methods following [20]. To achieve the 

initial stability for the quadrotor system, a PD controller is 

employed, and the exploring control input is a noise input, 

which is chosen to satisfy the persistency of the excitation 

(PE) condition. By using the Least-Squares method in [21], 

the solution of the Bellman tracking equation in Eq. (14) can 

be obtained and the convergence of Algorithm 1 can be 

proven following to [21]. The computational efficiency is 

absolutely depended on data collection, which are 

implemented in many time periods. Although the initial 

stabilizing control makes the quadrotor system perform 

badly, it is only done to generate and collect input- output 

quadrotor system data to observe the quadrotor model. After 

the Algorithm 1 convergence, the initial stabilizing and 

exploring control input is replaced by the optimal learning 

policy. Once the virtual position control policy is determined, 

following the virtual position control input is defined in Eq. 

(4), the attitude reference can be obtained as 

𝑇𝑝 =
𝑢𝑝𝑧

𝑐𝜙𝑐𝜃

 

𝜙𝑑 = arcsin (
𝑐𝜙𝑠𝜃𝑠𝜓 − 𝑢𝑝𝑦/𝑇𝑝

𝑐𝜓

) 

𝜃𝑑 = arcsin (
−𝑠𝜙𝑠𝜓 + 𝑢𝑝𝑥/𝑇𝑝

𝑐𝜓𝑐𝜙

) 

(16) 

The desired yaw angle ψd usually sets to fixed constant 

value in practical applications. In this study, the yaw angle is 

set to zero. 

B. Attitude control design 

Define the attitude state vector 𝑥𝑒 = [𝜉𝑇 , 𝜉̇𝑇]
𝑇

∈ 𝑅6 of the 

quadrotor system. The dynamic model of the attitude 

subsystem in Eq. (6) is rewritten as 

�̇�𝑒 = 𝑓𝑒(𝑥𝑒) + 𝐵𝑒𝑢𝑒 (17) 

where 𝑓𝑒(𝑥𝑒) = [
𝜉̇

𝐽−1𝐶(𝜉, 𝜉̇)𝜉̇
] ∈ 𝑅6  is nonlinear smooth 

function, 𝐵𝑝 = [
03×3

𝐽−1 ] ∈ 𝑅6×3, and 𝑢𝑒 = 𝜏 as attitude control 

input. Following the reference attitude in Eq. (15), let 𝑥𝑒𝑑 =

[𝜙𝑑, 𝜃𝑑 , 𝜓𝑑 , �̇�𝑑, �̇�𝑑, �̇�𝑑]
𝑇

∈ 𝑅6 as attitude reference vector 

satisfying �̇�𝑒𝑑 = 𝑓𝑒𝑑(𝑥𝑒𝑑), with 𝑓𝑒𝑑(𝑥𝑒𝑑) ∈ 𝑅6 is a smooth 

function. Define 𝑋𝑒 = [𝑥𝑒
𝑇 , 𝑥𝑒𝑑

𝑇 ]𝑇 ∈ 𝑅12 as the argument 

attitude state vector of the quadrotor following (18). 
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�̇�𝑒 = 𝐹𝑒(𝑋𝑒) + 𝐵𝑒𝑢𝑒 

𝐸𝑒 = 𝐶𝑒𝑋𝑒   
(18) 

where 𝐸𝑒 ∈ 𝑅3 as the attitude tracking error vector,  𝐹𝑒(𝑋𝑒) =

[𝑓𝑒(𝑥𝑒)
𝑇 𝑓𝑒𝑑(𝑥𝑒𝑑)𝑇]𝑇  ∈ 𝑅12, 𝐵𝑝 = [03×6 𝐵𝑒

𝑇
]
𝑇

∈ 𝑅12×3 

and 𝐶𝑒 = [𝐼3 03×3 −𝐼3 03×3] ∈ 𝑅3×12.  To achieve the 

optimal attitude policy, a performance function with a 

discount factor for the argument position system is given as 

𝑉𝑒(𝑋𝑒) =  ∫ 𝑒−𝛾𝑒(𝜏−𝑡)(𝐸𝑒
𝑇𝑄𝑒𝐸𝑒 + 𝑢𝑒

𝑇𝑅𝑒𝑢𝑒)𝑑𝜏
∞

𝑡

 

= ∫ 𝑒−𝛾𝑒(𝜏−𝑡)(𝑋𝑒
𝑇𝑄𝑒𝑋𝑒 + 𝑢𝑒

𝑇𝑅𝑒𝑢𝑒)𝑑𝜏
∞

𝑡

 

(19) 

where 𝑄𝑒 = 𝐶𝑒
𝑇𝑄𝑒𝐶𝑒, 𝑄𝑒

𝑇 = 𝑄𝑒 ∈ 𝑅3×3 and 𝑅𝑒
𝑇 = 𝑅𝑒 ∈

𝑅3×3are positive define matrix. The problem is to find the 

optimal policy 𝑢𝑒 to minimize the performance function in 

Eq. (19). Differentiating 𝑉𝑒(𝑋𝑒) in Eq. (19) and using Eq. 

(18), the Bellman equation as 

𝐻𝑒(𝑉𝑒 , 𝑢𝑒) =   𝑋𝑒
𝑇𝑄𝑒𝑋𝑒 + 𝑢𝑒

𝑇𝑅𝑒𝑢𝑒 − 𝛾𝑒𝑉𝑒 +

 ∆𝑉𝑒
𝑇(𝐹𝑒 + 𝐵𝑒𝑢𝑒)         

(20) 

where ∆𝑉𝑒 =  𝜕𝑉𝑒/𝜕𝑋𝑒. Let 𝑉𝑒
∗ as an optimal performance 

function. The HJB equation can be obtained as 

min
𝑢𝑒

𝐻𝑒(𝑉𝑒
∗, 𝑢𝑒) = 0 (21) 

By different the HJB equation in Eq. (21) respect to the 

attitude control input 𝑢𝑒, the optimal control policy 𝑢𝑒
∗  can be 

obtained as 

𝑢𝑒
∗ = −

1

2
𝑅𝑒

−1𝐵𝑒∆𝑉𝑒
∗            (22) 

Substituting the optimal control policy 𝑢𝑒
∗  in Eq. (22) to 

the HJB equation in Eq. (21), the HJB equation yields 

𝑋𝑒
𝑇𝑄𝑒𝑋𝑒 − 𝛾𝑒𝑉𝑒 + [∆𝑉𝑒

∗]𝑇𝐹𝑒 −
1

4
[∆𝑉𝑒

∗]𝑇𝐵𝑒𝑅𝑒
−1𝐵𝑒

𝑇
 ∆𝑉𝑒

∗ = 0  
(23) 

The HJB equation in Eq. (23) is nonlinear because of the 

quadrotor system's nonlinear dynamics. As a result, solving 

the nonlinear HJB equation in Eq. (23) directly through 

mathematical analysis is challenging. Additionally, the 

nonlinear HJB equation in Eq. (23) demands an 

understanding of the quadrotor's dynamics, which is difficult 

to acquire in practical applications. To achieve the model-free 

optimal control problem for the attitude subsystem of the 

quadrotor, a data- based RL is used to learn the optimal 

attitude control policy. The argument attitude system is 

rewritten as 

�̇�𝑒 = 𝐹𝑒(𝑋𝑒) + 𝐵𝑒𝑢𝑒
𝑖 + 𝐵𝑒(𝑢𝑒

0 −  𝑢𝑒
𝑖 )             (24) 

where 𝑢𝑒
0 is stabilizing and exploring control input and 𝑢𝑒

𝑖  is 

the update control policy in 𝑖𝑡ℎ iteration. Taking the time 

derivative of discounted performance function in Eq. (19) 

along with the argument position dynamic system in Eq. (20). 

𝑑𝑉𝑒(𝑡)

𝑑𝑡
= (∆𝑉𝑒

𝑖)𝑇(𝐹𝑒 + 𝐵𝑒𝑢𝑒
𝑖 )

+ (∆𝑉𝑒
𝑖)𝑇𝐵𝑒(𝑢𝑒

0 −  𝑢𝑒
𝑖 )  

= −𝑋𝑒
𝑇𝑄𝑒𝑋𝑒 − [𝑢𝑒

𝑖 ]𝑇𝑅𝑒𝑢𝑒 + 𝛾𝑒𝑉𝑒
𝑖

− 2(𝑢𝑒
0 − 𝑢𝑒

𝑖 )𝑇𝑅𝑝𝑢𝑒
𝑖+1  

(25) 

It can be easily observed that the quadrotor dynamics 𝐹𝑒 

and 𝐵𝑒 are replaced by the input-output system data. 

Integrating both sides Eq. (21) in [𝑡, 𝑡 + 𝑇], the tracking 

Bellman equation can be obtained as 

𝑉𝑒
𝑖(𝑋𝑒(𝑡 + 𝑇)) − 𝑉𝑒

𝑖(𝑋𝑒(𝑡))

=  −∫ 𝑋𝑒
𝑇(𝜏)𝑄𝑒𝑋𝑒(𝜏)𝑑𝜏

𝑡+𝑇

𝑡

− ∫ [𝑢𝑒
𝑖 (𝜏)]𝑇𝑅𝑒𝑢𝑒

𝑖 (𝜏)𝑑𝜏 
𝑡+𝑇

𝑡

+ 𝛾𝑒 ∫ 𝑉𝑒(𝑋𝑒(𝜏))𝑑𝜏
𝑡+𝑇

𝑡

 

− 2∫ (𝑢𝑒
0

𝑡+𝑇

𝑡

− 𝑢𝑒
𝑖 (𝜏))

𝑇

𝑅𝑝𝑢𝑒
𝑖+1 (𝜏)𝑑𝜏 

(26) 

where 𝑇 is the interval time. 

Remark 4: The Bellman equation in Eq. (26) and the Bellman 

equation in Eq. (23) are equivalent and have the same 

optimal solution 𝑉𝑒
∗ and 𝑢𝑒

∗   following [23]. By using the 

tracking Bellman equation in Eq. (26), the optimal solution 

can be found without the knowledge of the quadrotor 

dynamics. 

Algorithm 2: Data-based RL for attitude controller 

1. Step 1: Initialization with 𝑢𝑒
0 = 𝑢𝑒

𝑠 + 𝑢𝑒
𝑒 donate by 

stabilizing control input 𝑢𝑒
𝑠 and the exploring noise 

input 𝑢𝑒
𝑒 satisfying PE condition. Collect the system 

data 𝑋𝑒 and 𝑢𝑒
0. 

2. Solving the Bellman tracking equation by using 𝑢𝑒
𝑖  in 

this previous iteration to obtain Ve
𝑖(𝑋𝑒) and 𝑢𝑒

𝑖+1. 

𝑉𝑒
𝑖(𝑋𝑒(𝑡 + 𝑇)) − 𝑉𝑒

𝑖(𝑋𝑒(𝑡)) 

= −∫ 𝑋𝑒
𝑇(𝜏)𝑄𝑒𝑋𝑒(𝜏)𝑑𝜏

𝑡+𝑇

𝑡

 

− ∫ [𝑢𝑒
𝑖 (𝜏)]𝑇𝑅𝑒𝑢𝑒

𝑖 (𝜏)𝑑𝜏 
𝑡+𝑇

𝑡

 

+𝛾𝑒 ∫ 𝑉𝑒(𝑋𝑒(𝜏))𝑑𝜏
𝑡+𝑇

𝑡

 

−2∫ (𝑢𝑒
0 − 𝑢𝑒

𝑖 (𝜏))
𝑇

𝑅𝑝𝑢𝑒
𝑖+1 (𝜏)𝑑𝜏

𝑡+𝑇

𝑡

 

(27) 

 

3. Set 𝑢𝑒
𝑖 = 𝑢𝑒

𝑖+1 and go to 2 until ||𝑢𝑒
𝑖 − 𝑢𝑒

𝑖+1 || < 𝜖𝑒. 
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After the Algorithm 1 convergence, the position control 

policy has been applied to the quadrotor system, the collected 

data from the argument attitude system is implemented, then, 

the optimal attitude control policy can be learned by 

Algorithm 2. The actor- critic neural networks (NNs) is 

employed to approximate the optimal solution of Algorithm 

2 following as 

𝑉𝑒
𝑖(𝑋𝑒) = [𝑊𝑐

𝑖]𝑇𝜙𝑐(𝑋𝑒) 

𝑢𝑒
𝑖 (𝑋𝑒) = [𝑊𝑎

𝑖]𝑇𝜙𝑎(𝑋𝑒) 
(28) 

where 𝑊𝑐
𝑖 ∈ 𝑅𝑙𝑐×1 and 𝑊𝑎

𝑖 ∈ 𝑅𝑙𝑎×3 donate the weights of the 

critic and actor NNs, respectively, 𝑙𝑐 and 𝑙𝑎 are the number 

of hide layer neurons of the critic and actor NNs. 𝜙𝑐(𝑋𝑒) ∈
𝑅𝑙𝑐  and 𝜙𝑎(𝑋𝑒) ∈ 𝑅𝑙𝑎  are action functions of critic and actor 

NNs. By using the Least-squares method in [21], the update 

optimal attitude policy can be learned under the PE condition. 

The convergence of Algorithm 2 is proven as shown in [22]. 

IV. SIMULATION RESULT 

This section is a simulation result which is built in 

MATLAB software to verify the effectiveness of the 

proposed optimal controller. This quadrotor is used in this 

simulation with the parameters following as 𝑚 = 2 kg, 𝑔 =
9.8 m/s2, 𝐽 = 10−3𝑑𝑖𝑎𝑔 ([5, 5, 10.5])Nm. The parameters 

of the position and attitude discounted performance functions 

are chosen as 𝛾𝑝 = 𝛾𝑒 = 0.05, 𝑄𝑝 = 15𝐼3, 𝑄𝑒 = 100𝐼3, and 

𝑅𝑝 = 𝑅𝑒 = 𝐼3. The dynamic of reference trajectory is chosen 

as  �̇�𝑝𝑑 = 𝐴𝑝𝑑𝑥𝑝𝑑 with the initial state 𝑥𝑝𝑑 =

[0, 0.5, 1, 0,0, 1]𝑇  and the dynamic system matrix satisfy 

𝐴𝑝𝑑 =

[
 
 
 
 
 
0          0      0
0          0      0
0         0      0

1 0 0
0 1 0
0 0 1

−0.25 0 0
0 −0.25 0
0 0 0

0 0 0
0 0 0
0 0 0]

 
 
 
 
 

 (29) 

The initial condition of the quadrotor is 𝑥𝑝|𝑡=0 =

[2,0,3,0,1,0]𝑇and 𝑥𝑒|𝑡=0 = [0,0,0,0,0,0]𝑇. The interval time 

satisfies that 𝑇 = 0.05 𝑠. The action function of critic NN is 

chosen as fourth-order polynomials function and the action 

function of actual NN is chosen as first-order polynomials 

function. The exploring noised inputs are chosen as sum of 

multiple sin function with different frequently 𝑢𝑝
𝑒 =  5 ×

∑ sin (𝑤𝑝𝑖𝑡)
20
𝑖=1  and 𝑢𝑒

𝑒 = ∑ sin (𝑤𝑒𝑖𝑡)
20
𝑖=1  where 𝑤𝑝𝑖 ,  𝑤𝑒𝑖  are 

random frequently. 

To achieve the stability of the quadrotor system, a simple 

PD controller is chosen to generate the position and attitude 

system data. Fig. 2 and Fig. 3 show the position and attitude 

collected data from the quadrotor system. Although the 

position and attitude responses are low performance, the 

position and attitude quadrotor data are necessary for learning 

algorithms. After the collected data process is completed, the 

quadrotor data will be applied into Algorithm 1 and 2, and 

the training process will begin until the weights of 

Algorithms converge.  Fig. 4 and Fig. 5 show the 

convergence of two RL Algorithms. After five iterations, the 

parameters of the control algorithms converge. After both 

two algorithms converge, the learned control policies will be 

applied to the quadrotor system. The position and attitude 

tracking errors with the optimal control law are shown in Fig. 

6 and Fig. 7, respectively. Both the position and attitude 

tracking errors converge to zero within a second. To verify 

the tracking effectiveness, Fig. 8 shows the trajectory of the 

quadrotor in 3-dimensional (3D) space. It notes that this paper 

does not compare the performance of the proposed optimal 

controller with other controllers. This paper only focuses on 

studying an optimal control law for the quadrotor with 

unknown dynamics using reinforcement learning. The 

simulation results show that the proposed control method 

achieves the optimal quadrotor trajectory tracking with 

unknown dynamic information by using RL approach. By 

using the input-output system data, the control policies can 

be learned without the knowledge of system dynamics. 

However, the limitation of the method and the simulation is 

to not consider the influence of external disturbance, and it is 

also future work. 

 

Fig. 2. The collected position data with the initial controller 

 

Fig. 3. The collected attitude data with the initial controller 

 

Fig. 4. The convergence of the Algorithm 1 
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Fig. 5. The convergence of the Algorithm 2 

 

Fig. 6. The position tracking error with the proposed controller 

 

Fig. 7. The attitude tracking error with the proposed controller 

 

Fig. 8. The trajectory of quadrotor in 3D 

V. CONCLUSION 

This paper focuses on solving the optimal tracking control 

problem for the underactuated quadrotor system with 

unknown dynamics. A hierarchical control structure consists 

of the position and attitude control used to address this 

underactuated of the quadrotor system.  By using data-based 

RL for both positions and attitude controllers, optimal control 

policies can be learned by using the input-output data system. 

Compared with traditional optimal control method, the 

proposed control method achieves the optimal objective 

without the knowledge of dynamic information. A simulation 

result is conducted to verify the optimal trajectory tracking 

for quadrotor with the proposed controller.  However, this 

paper does not consider the influence of external disturbance 

in the quadrotor dynamics. To achieve the optimal tracking 

control for the underactuated quadrotor system under the 

influence of external disturbance, it requires to solve the 

Hamilton–Jacobi–Isaacs (HJI) equation. It is a future work 

and motivation of this paper.  
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