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Abstract—In this paper, the stabilization and trajectory 

tracking of the magnetic levitation (Maglev) system using 

optimal nonlinear controllers are considered. Firstly, the 

overall structure and physical principle represented by the 

nonlinear differential equations of the Maglev system are 

established. Then, two nonlinear controllers, including 

backstepping control (BSC) and feedback linearization (FL), 

are proposed to force the position of the ball in the Maglev 

system to track a desired trajectory. In terms of designing the 

control law of the BSC, the Lyapunov function is utilized to 

guarantee an exponential convergence of the tracking error to 

zero. For developing the control law of the FL, an equivalent 

transformation to convert the nonlinear system into a linear 

form is used, and then, the state feedback controller (SFC) 

method is utilized to track the ball to the desired position. In 

order to obtain a higher accuracy in motion control of the ball, 

the gains’ selection for the controllers to reach the desired 

response is achieved using the swarm bipolar algorithm (SBA) 

based on the integral time absolute error (ITAE) cost function. 

Computer simulations are conducted to evaluate the 

performance of the proposed methodology, and the results 

prove that the proposed control strategy is effective not only in 

stabilizing the ball but also in rejecting the disturbance present 

in the system. However, the BSC exhibits better performance 

than that of the FL-SFC in terms of reducing the ITAE index 

and improving the transit response even when the external 

disturbance is applied. The numerical results show that the 

settling time reduced to 0.2 seconds compared to 1.2 seconds 

for FL-SFC. Moreover, the ITAE index is reduced to 0.0164 

compared to 0.2827 seconds for FL-SFC. In the context of 

external disturbance, the findings demonstrate that BSC 

reduced the recovery time to 0.05 seconds compared to 0.65 

seconds for FL-SFC. 

 Keywords—Magnetic Levitation System; Backstepping 

Control; Feedback Linearization; State Feedback Controller; 

Swarm Bipolar Algorithm. 

I. INTRODUCTION 

Magnetic levitation (Maglev) systems have numerous 

industrial applications because of their contactless and 

frictionless properties that increase efficiency and reduce 

mechanical wear out and maintenance costs [1]-[6]. The 

system consists of a ferromagnetic ball with a specific 

amount of mass. The object is suspended in the air gap 

using the force exerted by the magnetic field whose strength 

can be controlled through the applied voltage [7]-[10]. Due 

to its inherent nonlinearities and highly unstable nature, 

designing a control algorithm that can maintain stable 

control of the Maglev system is challenging. In this context, 

many linear and nonlinear controllers have been proposed to 

stabilize the system.  

For instance, Ahmad et al. [11] designed a Proportional-

Integral-Derivative (PID) controller for Maglev system.  In 

order to achieve the optimal performance indices, the tuning 

parameters of the PID controller were tuned using the 

Genetic Algorithm (GA). Compared to the conventional 

Ziegler-Nichols (ZN) tuning method, the simulation results 

revealed that the performance of the PID controller was 

better than that tuned by the conventional ZN method. 

Moreover, A. M. Benomair. [12] suggests an optimal linear 

quadratic regulator by utilizing an enhanced spiral dynamic 

algorithm for the active control of a magnetic levitation 

system with full-state feedback linearization. Simulations 

conducted using the nonlinear mathematical model of the 

Maglev system demonstrates that the proposed linearization 

and control approach yield effective results. In the same 

manner, Roy et al. [13] presented a comparative study 

between the FOPID controller and the classical PID 

controller to control the position of the ball in the Maglev 

system. Three swarm optimizing algorithms were employed, 

namely, the Gravitational Search Algorithm (GSA), the 

Particle Swarm Optimization (PSO), and a hybrid algorithm 

combining both of them, called (PSOGSA), to tune the 

parameters of the controllers. The outcomes obtained using 

a wide variety of test signals proved that the PSOGSA 

hybrid algorithm achieved better results than those of the 

standalone algorithms. Besides, the performance of the 

FOPID controller was superior to that of the PID controller. 

Furthermore, Ataşlar-Ayyildiz and Karahan [14] introduced 

a PID-like robust fuzzy logic controller (Fuzzy-PID) to 

improve the system dynamics and stability of the Maglev 

system. The Cuckoo Search (CS) algorithm was proposed to 

optimize the controller’s parameters using time domain 

response characteristics as an objective function. Simulation 

experiments were conducted to evaluate the controller's 

performance under various conditions, including load 

disturbances and reference changes. The results indicated 

that the CS-based Fuzzy-PID controller outperforms the 

traditional FOPID and the PID controllers in terms of 

steady-state error, settling time, and overshoot, while also 

requiring less control effort. In another work, Ekinci et al. 

[15] proposed a PID plus second-order derivative (PIDD2) 

controller for the Maglev system. A novel metaheuristic 
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algorithm named the Manta ray foraging optimization 

(MRFO) algorithm, together with the generalized 

opposition-based learning (GOBL) technique and Nelder–

Mead (NM) simplex search method, was exploited to attain 

the optimum values of the design variables for the proposed 

controller. In addition, Chiem and Thang [16] presented a 

linear feedforward control method combined with a fuzzy 

logic controller (FLC) for the Maglev system. The proposed 

controller ensured the stability of the ball and increased the 

system's fast-response when the ball deviates from 

equilibrium. The performance of the proposed control 

algorithm was compared with that of the conventional PID 

controller and the standalone FLC. The results showed a fast 

and stable response even in the presence of noise. However, 

the limitation of the aforementioned studies is that they 

considered the linear model of the Maglev system.  

In terms of designing a controller for the nonlinear 

model of the Maglev system, Al-Muthairi and Zribi [17] 

proposed a sliding mode control (SMC) method to 

guarantee the asymptotic regulation of the states of the 

Maglev system to their desired values. To minimize the 

chattering problem, two modifications of the SMC were 

made. The robustness of the developed control schemes to 

variations in the parameters of the system was investigated, 

and it was found that the control schemes are robust to 

parameter variations. Another application of the SMC to the 

Maglev system was achieved by Ma’arif et al. [18]. The 

system controlled by SMC has a fast output response with 

no steady-state error. However, the authors did not provide a 

solution to the chattering problem in the study. In another 

work, Uswarman et al. [19] presented a comparative study 

between the conventional SMC (CSMC) and the SMC with 

gain-scheduling. The simulation results showed that the 

SMC with gain-scheduling performed better than the CSMC 

against external disturbances. However, the chattering 

problem in both controllers still exists. In light of reviewing 

the existing literature on the Maglev nonlinear model, it can 

be observed that the authors employed the SMC in 

designing the controller. On the other hand, the 

contributions of the current study can be listed as follows: 

• Two nonlinear controllers, including backstepping 

control (BSC) and feedback linearization-based state 

feedback controller (FL-SFC) are proposed for the 

stabilization and trajectory tracking of the Maglev 

system utilizing the nonlinear model of the system under 

numerous operations. 

• The Lyapunov theory is used for the stability analysis of 

the proposed controllers. 

• The swarm bipolar algorithm is proposed to optimally 

tune the design parameters of the proposed controllers to 

improve the dynamic performance of the system. 

II. MATHEMATICAL MODEL 

The magnetic levitation (Maglev) system consists of a 

ferromagnetic ball suspended in a voltage-controlled 

magnetic field [20].  The objective of the Maglev control 

system is to achieve high accuracy in positioning the small 

steel ball in a steady position at a stable levitation [21]. The 

schematic of the maglev system is illustrated in Fig. 1 [18]. 

Specifically, the parameters of the system with their 

symbols are the electromagnetic force (𝑓𝑒), the 

gravitational force (𝑓𝑔), the inductance (𝐿), the resistance 

(𝑅), the object position (𝑥), the source voltage (𝑉), the 

object mass (𝑚), and the current (𝑖). 

The dynamics of the Maglev mechanical parts can be 

expressed based on the second Newton law of motion as 

follows [10]: 

𝑚
𝑑2𝑥

𝑑𝑡2
= 𝑓𝑔 − 𝑓𝑒 (1) 

where the electromagnetic force and the gravitational 

force are expressed as: 

𝑓𝑔 = 𝑚𝑔 (2) 

𝑓𝑒 =
1

2
𝑖2

𝑑

𝑑𝑥
(𝐿(𝑥)) (3) 

The function L(x) is a nonlinear function that can be 

represented as: 

𝐿(𝑥) = 𝐿 + 𝐿0𝑥0 (4) 

 

 

Fig. 1.  The maglev system 

Equation (4) can be approximated as [17]: 

𝐿(𝑥) =
2𝑘

𝑥2
 (5) 

where k is the force constant. Substituting Eq. (5) in Eq. (3) 

gives: 

𝑓𝑒 = 𝑘 (
𝑖

𝑥
)

2

 (6) 

Substituting Eq. (2) and (6) in Eq. (1) gives: 

𝑚
𝑑2𝑥

𝑑𝑡2
= 𝑚𝑔 − 𝑘 (

𝑖

𝑥
)

2

 (7) 

By rearranging Eq. (7), we get: 

𝑑2𝑥

𝑑𝑡2
= 𝑔 −

𝑘

𝑚
(

𝑖

𝑥
)

2

 (8) 
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Besides the mechanical analysis, the Kirchhoff law of 

voltage in the electrical system can be used to generate Eq. 

(9). 

𝑒 = 𝑖𝑅 +
𝑑

𝑑𝑡
 𝐿(𝑥)𝑖 (9) 

Using simple mathematical operations, the equation can be 

rewritten as: 

𝑑𝑖

𝑑𝑡
= −

𝑅

𝐿𝑖
−

2𝑘

𝐿

𝑖

𝑥2

𝑑𝑥

𝑑𝑡
+

1

𝐿
𝑒  (10) 

By assuming that the states of the system are 𝑥1 =

𝑥, 𝑥2 =
𝑑𝑥

𝑑𝑡
, 𝑥3 = 𝑖, and the control input to the system 

is 𝑢 = 𝑒, the nonlinear differential equations that capture the 

dynamics of the Maglev system can be represented as 

shown below: 

𝑑𝑥1

𝑑𝑡
= 𝑥2 (11) 

𝑑𝑥2

𝑑𝑡
= 𝑔 −

𝑘𝑥3
2

𝑚𝑥1
2 (12) 

𝑑𝑥3

𝑑𝑡
= −

𝑅𝑥3

𝐿
+

2𝑘𝑥2𝑥3

𝐿𝑥1
2 + 

𝑢

𝐿
 (13) 

where x1 > 0 and x3 > 0. The system's output can be 

described as: 

𝑦 = 𝑥1 (14) 

In particular, the nonlinearity features are visible in Eq. 

(12) and Eq. (13), as can be noticed in the dynamics of the 

Maglev system. To design the controller, the model of the 

Maglev is transformed into an equivalent canonical form, 

which is a more straightforward model that exhibits the 

nonlinearity using only one dynamic equation. The 

definition of the nonlinear transformation in coordinates is 

as follows: 

𝑧1  = 𝑥1 (15) 

𝑧2  = 𝑥2 (16) 

𝑧3  = 𝑔 −
𝑘𝑥3

2

𝑚𝑥1
2 (17) 

Thus, the equivalent model in the new coordinates can be 

expressed as: 

𝑧̇1  = 𝑧2 (18) 

𝑧̇2  = 𝑧3 (19) 

𝑧̇3  = 𝑓(𝑧) + 𝑔(𝑧) 𝑢 (20) 

where 

𝑓(𝑧) =  
2𝑘𝑅 𝑥3

2

𝑚𝑥1
2𝐿

−
4𝑘2 𝑥3

2𝑥2

𝑚𝑥1
4𝐿

   +
2𝑘𝑥2𝑥3

2

𝑚𝑥1
3    (21) 

𝑔(𝑧)  =  − 
2𝑘𝑥3

𝑚𝑥1
2𝐿

   (22) 

III. CONTROLLER DESIGN 

The utilization of feedback controllers is constantly 

expanding to control a wide range of systems [22]-[28]. 

Particularly, controlling the Maglev system involves 

addressing a range of issues, such as tracking control and 

handling external disturbances. In this regard, this section 

explores two nonlinear control strategies to generate the 

control law for the Maglev system, including the 

backstepping control (BSC) and the feedback linearization-

based state feedback controller (FL-SFC). 

A.  Backstepping Control 

BSC is a control technique that can be applied to various 

dynamical systems, especially for nonlinear dynamical 

systems, to obtain a stable control model. In brief, the BSC 

is a recursive and systematic control process that employs 

the Lyapunov function to design the control law [29]-[31]. 

More precisely, to design the BSC, we define 𝑒1 as the error 

between the actual and the desired outputs: 

𝑒1 = 𝑧𝑟 − 𝑧1 (23) 

Taking the derivative of the error gives: 

𝑒̇1 = 𝑧̇𝑟 − 𝑧2 (24) 

Moreover, 𝑧2 is selected as the virtual control 𝑣1, which is 

substituted in Eq. (24) to attain: 

𝑒̇1 = 𝑧̇𝑟 − 𝑣1 (25) 

The first Lyapunov function is selected as: 

𝑉1 =
1

2
𝑒1

2 (26) 

By taking the derivative of V1, we get: 

𝑉̇1 = 𝑒1𝑒̇1 = 𝑒1(𝑧̇𝑟 − 𝑣1) (27) 

The virtual control v is selected as: 

 𝑣1 = 𝑧̇𝑟 + 𝜆1𝑒1 (28) 

where 𝜆1 > 0,  

Substituting  𝑣1 in Eq. (24) gives: 

𝑉̇1 = −𝜆1𝑒1
2 (29) 

We define 𝑒2 as the error between the virtual control 𝑣1 and 

𝑧2 

𝑒2 = 𝑧2 − 𝑣1 (30) 

Substituting 𝑣1 in Eq. (30) and 𝑧2 in Eq. (24) gives: 

𝑒2 = 𝑧2 − 𝑧̇𝑟 − 𝜆1𝑒1 (31) 

Substituting 𝑧2 in Eq. (24) gives: 

𝑒̇1 = −𝑒2 − 𝜆1𝑒1 (32) 

By taking the derivative of e2, we get: 

𝑒̇2 = 𝑧3 − 𝑧̈𝑟 − 𝜆1𝑒̇1 (33) 

𝑧3 is selected as the virtual control v2. 

Substituting 𝑣2 in Eq. (33) gives: 

𝑒̇2 = 𝑣2 − 𝑧̈𝑟 − 𝜆1𝑒̇1 (34) 
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The second Lyapunov function is selected as: 

𝑉2 =
1

2
𝑒1

2 +
1

2
𝑒2

2 (35) 

By taking the derivative of 𝑉2, we attain: 

𝑉̇2 = 𝑒1𝑒̇1 + 𝑒2𝑒̇2 (36) 

Substituting Eq. (33) and Eq. (32) in Eq. (36) gives: 

𝑉̇2 = 𝑒1(−𝑒2 − 𝜆1𝑒1) + 𝑒2(𝑣2 − 𝑧̈𝑟 − 𝜆1𝑒̇1) (37) 

Rearranging Eq. (37) gives: 

𝑉̇2 = −𝜆1𝑒1
2 + 𝑒2(−𝑒1 + 𝑣2 − 𝑧̈𝑟 − 𝜆1𝑒̇1) (38) 

The virtual control 𝑣2 is selected as: 

 𝑣2 = −𝜆2𝑒2 + 𝜆1𝑒̇1 + 𝑒1 + 𝑧̈𝑟 (39) 

where 𝜆2 > 0  

Substituting 𝑣2 in Eq. (38) gives: 

𝑉̇2 = −𝜆1𝑒1
2 − 𝜆2𝑒2

2 (40) 

Define 𝑒3 as the error between the virtual control 𝑣2 and 𝑧3: 

𝑒3 = 𝑧3 − 𝑣2 (41) 

Substituting 𝑣2 in Eq. (41) gives: 

𝑒3 = 𝑧3 + 𝜆2𝑒2 − 𝜆1𝑒̇1 − 𝑒1 − 𝑧̈𝑟 (42) 

Substituting 𝑧3 in Eq. (33) gives: 

𝑒̇2 = −𝜆2𝑒2 + 𝑒3 + 𝑒1 (43) 

By taking the derivative of 𝑒3, we obtain: 

𝑒̇3 = 𝑓(𝑧) + 𝑔(𝑧)𝑢 + 𝜆2𝑒̇2 + 𝜆1𝑒̇2 + 𝜆1
2𝑒̇1 − 𝑒̇1 − 𝑧𝑟 (44) 

Choosing the first Lyapunov function and taking the 

derivative give: 

𝑉3 =
1

2
𝑒1

2 +
1

2
𝑒2

2 +
1

2
𝑒3

2 (45) 

𝑉̇3 = 𝑒1𝑒̇1 + 𝑒2𝑒̇2 + 𝑒3𝑒̇3 (46) 

Substituting 𝑒̇1, 𝑒̇2 and 𝑒̇3 gives: 

𝑉̇3 = 𝑒1(−𝑒2 − 𝜆1𝑒1) + 𝑒2(−𝜆2𝑒2 + 𝑒3 + 𝑒1)
+ 𝑒3(𝑓(𝑥) + 𝑔(𝑥)𝑢 + 𝜆2𝑒̇2

+ 𝜆1𝑒̇2 + 𝜆1
2𝑒̇1 − 𝑒̇1 − 𝑧𝑟) 

(47) 

Rearranging Eq. (47) gives: 

𝑉̇3 = −𝜆1𝑒1
2 − 𝜆2𝑒2

2

+ 𝑒3(𝑓(𝑥) + 𝑔(𝑥)𝑢 + 𝜆2𝑒̇2

+ 𝜆1𝑒̇2 + 𝜆1
2𝑒̇1 − 𝑒̇1 − 𝑧𝑟) 

(48) 

Then, 𝑢 is selected as follows: 

𝑢𝑏𝑠𝑐 =
1

𝑔(𝑥)
(−𝑓(𝑥) − 𝜆2𝑒̇2 − 𝜆1𝑒̇2 − 𝜆1

2𝑒̇1 − 𝑒2

+ 𝑒̇1 − 𝑧𝑟 − 𝜆3𝑒3) 

(49) 

where 𝜆3 > 0 

Substituting u in Eq. (47) gives; 

𝑉̇3 = −𝜆1𝑒1
2 − 𝜆2𝑒2

2 − 𝜆3𝑒3
2 (50) 

B. Feedback Linearization-Based State Feedback 

Controller 

One of the well-researched strategies for designing 

trajectory tracking controllers for nonlinear systems is the 

feedback linearization (FL) approach [32]-[35]. The control 

law in FL is designed such that the nonlinear system is 

transformed into an equivalent linear form as follows: 

𝑢𝑓𝑙 =
1

𝑔(𝑥)
(−𝑓𝑋 + 𝑢𝑙) (51) 

where 𝑢𝑙  can be any linear controller. In this paper, a state 

feedback controller (SFC) is selected as follows: 

𝑢𝑙 = 𝑘1(𝑧𝑟 − 𝑧1) − 𝑘2𝑧2 − 𝑘3𝑧3 (52) 

where 𝑘1, 𝑘2 and 𝑘3 are the SFC gains that are designed 

such that the desired tracking performance is achieved. 

C.  Swarm Optimization 

Swarm optimization algorithms are essential techniques 

for solving numerous complex problems [36]-[45]. Unlike 

the trial-and-error method, most of the recent studies 

formulated the tuning process of the controllers' design 

variables as an optimization problem. Then, an optimization 

technique is proposed to solve it [46-49].  In this direction, 

the problem of tuning the design variables of the BSC and 

the FL is solved by the swarm bipolar algorithm (SBA), 

which is a recent swarm optimization technique introduced 

in [50]. 

In particular, the SBA is a unique method that splits a 

swarm into two equal sub-swarms (i.e., one-half of the 

population is allocated to one sub-swarm, while the other 

half is assigned to the second sub-swarm). During the 

initialization phase, all swarm members are distributed 

throughout the search space. Then, the population is divided 

into two equal sub-groups. This division is random and not 

based on the positions of the swarm members in the search 

space, allowing for a mix of individuals from both sub-

swarms. Moreover, SBA makes use of four key references: 

the best swarm member, the best sub-swarm member, the 

midpoint between the two best sub-swarm members, and a 

randomly chosen member from the opposite sub-swarm. 

These references guide the directed search operations 

carried out by each swarm member in the iteration process 

[50]. As the swarm progresses towards the best swarm 

member, the paths are adjusted to converge towards a 

specific region. With time, the swarm distribution polarizes 

into two distinct clusters, moving towards the midpoint 

between the two best sub-swarm members.  

The illustration of these four search operations is 

presented in Fig. 2. Algorithm 1 presents the pseudo code 

that formalizes SBA. The procedure of the SBA is 

mathematically formulated using Eq. (53) to Eq. (62). 

Specifically, Eq. (53) to Eq. (56) are applied at the startup 

stage. The uniform distribution is utilized to generate the 

initial solution of the swarm members, as given in Eq. (53). 

The rigorous acceptance role used to update the best swarm 

member is represented by Eq. (54). The first-best sub-

swarm member is updated using Eq. (55), while the second-

best sub-swarm member is updated using Eq. (56) [50]. 



Journal of Robotics and Control (JRC) ISSN: 2715-5072 1892 

 

Fatin R. Al-Ani, Optimal Backstepping and Feedback Linearization Controllers Design for Tracking Control of Magnetic 

Levitation System: A Comparative Study 

  
(a) (b) 

 
 

(c) (d) 

Fig. 2.  Illustration of four search operations: (a) first search, (b) second 

search, (c) third search, and (d) fourth search 

 

Algorithm 1. Pseudo code of SBA 

1. Begin 

2. For each s ∈ S do 

3. Generate the initial solution using Eq. (53) 

4. Update 𝑠𝑏and 𝑠𝑠𝑏  using Eq. (54) to Eq. (56) 

5. End For 

6. For 𝑡 = 1 to 𝑡𝑚 do 

7. For each s ∈ S do 

8. First search using Eq. (57) and Eq. (58) 

9. Update 𝑠𝑏and 𝑠𝑠𝑏  using Eq. (54) to Eq. (56) 

10. Second search using Eq. (59) and Eq. (58) 

11. Update 𝑠𝑏and 𝑠𝑠𝑏  using Eq. (54) to Eq. (56) 

12. Third search using Eq. (60) and Eq. (58) 

13. Update 𝑠𝑏and 𝑠𝑠𝑏  using Eq. (54) to Eq. (56) 

14. Fourth search using Eq. (61), Eq. (62), Eq. (58) 

15. Update 𝑠𝑏and 𝑠𝑠𝑏  using Eq. (54) to Eq. (56) 

16. End For 

17. End For 

18. Return 𝑠𝑏                         

19. End 

 

The notations of the SBA are listed below: 

𝑑 Dimension 

𝐹 objective function 

𝐼 index for swarm member 

𝐽 index for dimension 

𝑆 swarm member    

𝑆 swarm/population 

𝑠𝑙 lower boundary 

𝑠𝑢 upper boundary 

𝑠𝑏 the best swarm member 

𝑠𝑠𝑏  the best sub swarm member 

𝑠𝑡 randomly picked swarm member 

𝑟1 floating point uniform random [0, 1]  

𝑟2 integer uniform random [1, 2] 

𝑇 Iteration 

𝑡𝑚 maximum iteration 

𝑈 uniform random 

 

𝑠𝑖,𝑗 = 𝑠𝑙,𝑗 + 𝑟1(𝑠𝑢,𝑗 − 𝑠𝑙,𝑗) (53) 

𝑠𝑏 =  {
𝑠𝑖 , 𝑓(𝑠𝑖) < 𝑓(𝑠𝑏)

𝑠𝑏 , 𝑒𝑙𝑠𝑒
} (54) 

𝑠𝑠𝑏1 =  {𝑠𝑖 , 𝑓(𝑠𝑖) < 𝑓(𝑠𝑠𝑏1)  ∧ 1 ≤ 𝑖 ≤
𝑛(𝑠)

2
𝑠𝑠𝑏1, 𝑒𝑙𝑠𝑒

} (55) 

𝑠𝑠𝑏2 =  {𝑠𝑖 , 𝑓(𝑠𝑖) < 𝑓(𝑠𝑠𝑏2)  ∧
𝑛(𝑠)

2
< 𝑖 < 𝑛(𝑠)

𝑠𝑠𝑏2, 𝑒𝑙𝑠𝑒
} (56) 

Equation (57) to Eq. (62) present the mathematical 

equations during the improvement process. The initial 

search involves finding the best swarm member according 

to Eq. (57). The rigorous acceptance role in accepting the 

candidate solution to replace the swarm member's existing 

value is represented by Eq. (58). The second search's 

candidate solution is produced by Eq. (59), in which each 

sub-swarm member travels in the direction of its own best 

sub-swarm member. In the third search, all swarm members 

migrate toward the midpoint between the two best sub-

swarm members using Eq. (60). Next, the randomly selected 

swarm member from the opposing sub-swarm is defined by 

Eq. (61). Subsequently, the fourth search's movement is 

represented by Eq. (62), which is dependent on the swarm 

member's quality comparison and its reference [50]. 

ci,j = sb,j + r1(sb,j − r2si,j) (57) 

si
′ =  {

ci, f(ci) < f(si)

si, else
} (58) 

ci,j =  {
si,j + r1(ssb1,j − r2si,j) ,∧ 1 ≤ i ≤

n(s)

2

si,j + r1(ssb2,j − r2si,j) ,∧
n(s)

2
< i < n(S)

} (59) 

ci,j = sb,j + r1 (
ssb1,j +  ssb2,j

2
− r2si,j) (60) 

st =  {
U (s1,

sn(s)

2
) ,

n(s)

2
< i < n(S)

U (s1,
sn(s)

2
) , 1 ≤ i ≤

n(s)

2

} (61) 

ci,j =  {
si,j + r1(st,j − r2si,j) , f(st) < f(si)

si,j + r1(si,j − r2st,j) , else
} (62) 

IV. SIMULATION RESUTS       

In this section, computer simulations are carried out to 

evaluate the effectiveness of the proposed control strategy. 

The results are further analyzed to assess their comparative 

performance. The simulation process of the Maglev system 

with BSC and FL_FLC was conducted using the Matlab 

software. The parameters of the Maglev system are listed in 

Table I [12]. In addition, the initial position of the ball was 

set to 1 mm, and the desired position was 5 cm. 

TABLE I. PARAMETERS OF THE MAGLEV SYSTEM 

Parameters Values 

Mass (m) 0.0221 Kg 

Inductance (L) 0.02 H 

Resistance (R) 4.2 Ω 

Force constant (k) 8.25×10-5 Nm2/A2 

Gravity acceleration (g) 9.81 m/s2 
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To ensure the best performance of each controller, the 

SBA is employed to tune the design parameters of each 

controller. The performances of the BSC and the FL-SFC 

are optimized by tuning the adjustable parameters 

(𝜆1, 𝜆2, 𝑎𝑛𝑑 𝜆3) and (𝑘1, 𝑘2, 𝑎𝑛𝑑 𝑘3) of the control laws 

given in Eq. (48) and Eq. (51), respectively. The Integral 

Time of Absolute Errors (ITAE) is used as a cost function to 

tune the performance of the two controllers, as given in Eq. 

(63) [51]-[53]. 

𝐼𝑇𝐴𝐸 = ∫ 𝑡𝑡|𝑒(𝑡)|𝑑𝑡
𝑡=𝑡𝑠𝑖𝑚

𝑡=0

 (63) 

where 𝑡𝑠𝑖𝑚 refers to the total simulation time. The 

parameters of the SBA are selected as given in Table II.  

TABLE II. ALGORITHM PARAMETERS OF SBA 

Parameters Values  

Population Size (N) 25 

Number of Iterations (Tmax) 40 

 

The convergence behavior of the SBA algorithm to find 

the design variables of the BSC and the FL is illustrated in 

Fig. 3 and the design variables are listed in Table III. Fig. 4 

depicts the responses of the Maglev system to the step input. 

The corresponding control signals generated by the 

proposed controllers are illustrated in Fig. 5.  

 

Fig. 3.  SBA' convergence 

TABLE III. OPTIMAL SETTING OF THE CONTROLLERS  

Controller Parameter Value  

BSC 

𝜆1 25 

𝜆2 30 

𝜆3 60 

FL-SFC 

𝑘1 80 

𝑘2 50 

𝑘3 12 

 

By comparing the two control approaches (BSC and FL-

SFC), as shown in Fig. 4 and Table IV, it can be observed 

that the two controllers are effectively able to control the 

Maglev system with zero maximum overshoot (𝑀𝑜) and 

zero steady-state 𝑒𝑟𝑟𝑜𝑟 (𝑒𝑠.𝑠). The results also show that the 

BSC has achieved a faster tracking response to the desired 

output than that of the FL-SFC, where the settling time 

(𝑡𝑠) is reduced from 1.2s for the FL-SFC to 0.2s for the 

BSC. Moreover, the BSC improves the ITAE index by 

94.19%, where the ITAE index is reduced from 0.2827   for 

the FL-SFC to 0.0164 for the BSC. Besides, Fig. 5 shows 

that there is no chattering in the control law of the two 

controllers. 

 

Fig. 4.  Position's response of Maglev 

 

Fig. 5.  Control signals 

TABLE IV. SYSTEM'S PERFORMANCES 

Controller 𝒕𝒔(𝒔) 𝒆𝒔.𝒔(𝒓𝒂𝒅) 𝑴𝒐(%) 𝐈𝐓𝐀𝐄 

BSC 0.2 0 0 0.0164 

FL-SFC 1.2 0 0 0.2827 

 

The robustness ability in terms of rejecting external 

disturbances for the BSC and the FL-SFC is evaluated by 

applying an external disturbance to each controlled system 

after 15 sec of the simulation. Fig. 6 shows the response of 

the two controlled systems under disturbance. In particular, 

the recovery time (𝑡𝑟) and the maximum undershoot (𝑀𝑢) 

are used to evaluate the two controllers. The dynamic 

response of the two controllers in handling the disturbance 

is reported in Table V. It is clear from Fig. 6 and Table V 

that the ball’s position is recovered from the disturbance to 

the desired position and remained stable for both controllers. 

However, BSC has better disturbance rejection where 𝑀𝑢 of 

the BSC was 3 and 19 for FL-SFC. Besides, 𝑡𝑟 was 0.05 for 

the BSC which is less as compared to 0.65of the FL-SFC. 

0 5 10 15 20 25 30 35 40
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Iteration

IT
A

E

 

 

BSC

FL-SFC

0 1 2 3 4 5 6
0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

0.009

0.01

Time (sec)
P

o
s
it
io

n
 (

m
)

 

 

BSC

FL-SFC

0 1 2 3 4 5 6
0

0.2

0.4

0.6

0.8

1

1.2

Time (sec)

V
o
lt
a
g
e
 (

V
)

 

 

BSC

FL-SFC



Journal of Robotics and Control (JRC) ISSN: 2715-5072 1894 

 

Fatin R. Al-Ani, Optimal Backstepping and Feedback Linearization Controllers Design for Tracking Control of Magnetic 

Levitation System: A Comparative Study 

The aforementioned simulation results demonstrate that 

the BSC is capable of effectively controlling the Maglev in 

a better manner than that of the FL-SFC for the two studied 

scenarios, including the normal operation and the influence 

of the external disturbance. 

 

Fig. 6.  Position's response of Maglev under external disturbance 

TABLE V. SYSTEM'S PERFORMANCES UNDER EXTERNAL DISTURBANCE 

Controller 𝒕𝒓(𝒔) 𝑴𝒖(%) 

BSC 0.05 3 

FL-SFC 0.65 19 

 

For the purpose of comparison with published paper, the 

BSC is compared with the result that is obtained in [12]. 

The result of the comparison is given in Table VI. The two 

controllers are effectively able to control the Maglev system 

with zero 𝑀𝑜 and zero 𝑒𝑠.𝑠. The results also show that the 

BSC has achieved a faster tracking response to the desired 

output than that of the controller of [12] where 𝑡𝑠 is reduced 

from 0.52 for [12] to 0.2 for the BSC. 

TABLE VI. BSC'S PERFORMANCE COMPARISON WITH PUBLISHED WORK 

Controller 𝒕𝒔(𝒔) 𝒆𝒔.𝒔(𝒓𝒂𝒅) 𝑴𝒐(%) 

BSC 0.2 0 0 

Ref. [12] 0.52 0 0 

 

V. CONCLUSION 

This paper has successfully designed backstepping 

control (BSC) and a feedback linearization-based state 

feedback controller (FL-SFC) for the nonlinear model of the 

magnetic levitation (Maglev) system. Unlike the trial-and-

error method, in this work, the swarm bipolar algorithm 

(SBA) was used as an effective optimization method to 

optimize the controllers' design parameters. To demonstrate 

the effectiveness of the synthesized controllers, a numerical 

comparative simulation based on MATLAB was performed. 

The results indicated that settling time is reduced from 1.2s 

for the FL-SFC to 0.2s for the BSC. As a result of that, the 

BSC improves the ITAE index by 94.19%, where the ITAE 

index is reduced from 0.2827 for the FL-SFC to 0.0164 for 

the BSC. The results also showed that the BSC controller 

can robustly stabilize the system with more desirable 

performance compared to the FL-SFC. The recovery time 

was 0.05 for the BSC which is less as compared to 0.65of 

the FL-SFC. 

For future work of this research, another swarm 

optimization as African vultures' optimization algorithm 

[54] could be used to select the design parameters of the 

controllers. Another extension of this study could be by 

applying a hybrid nonlinear controller such as backstepping 

sliding mode control [55]-[56] for the Maglev system. 

Besides, the limitation of the present work is by assumed 

that all the states of the system are measured.  Hence, 

observer [57]-[60] can be applied to overcome this 

limitation in the future.  
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