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Abstract—The fact that a real plant can be estimated as a 

first order and its parameters vary due to the environment has 

motivated this article to discuss the development of a digital 

autotuning PI for a first-order plant using Recursive Least 

Square (RLS) and Pole Zero Cancellation (PZC). Although the 

focus is only on first order, the methods discussed here hopefully 

become a basis for developing higher-order plants. Firstly, 

formulas for calculating PI parameters are derived using PZC 

and tested by simulation to verify their effectiveness. Then it is 

organized serially with the RLS and digital PI to form an 

autotuning PI algorithm. The RLS periodically reads plant 

input-output to estimate plant parameters. These resulting 

parameters are fed to PZC and finally, PZC outputs are used by 

digital PI to control the plant. This design is verified by Matlab 

simulation, where the controller is realized as an m-function 

containing a program code for RLS, PZC, and digital PI 

algorithm. The test was conducted by varying plant parameters, 

including DC gain and time constant. Verifying controller 

parameters and their response shows that RLS-PZC can 

effectively re-tune the digital PI parameters, proved by its 

response having zero steady-state error and its settling time is 

maintained. The proposed algorithm can also ensure that the PI 

controller output is always within the specified maximum limits 

hence the actual response does not deviate from the designed 

response. 

Keywords—Autotuning PI; Recursive Least Square; Pole-

Zero Cancelation; First-Order Plant; Matlab. 

I. INTRODUCTION 

To facilitate plant analysis and controller design easily, 

plant transfer function is usually approximated as a low-order 

transfer function [1],[2]. Even a high-order system can be 

estimated as first-order. To control a plant, there exists 

several controller types, include: PID, Fuzzy [3], PSO[4], 

LQR [5], Sliding Mode [6], PI Sliding Mode [7], MRAC 

[8],[9], and many more. The PID controller is among the most 

widely used controllers in applications, like for regulating the 

speed of conveyor [10], for regulating humidity and 

temperature [11], for maximum power point tracker (MPPT) 

of photovoltaic system [12], for stabilizing maneuver of 

UWV (under water vehicle) [13], for controlling movement 

of CNC machine [14], for regulating output of SEPIC 

converter [15] and many more. PID is easy to implement and 

performs well if the parameters are chosen correctly. PID can 

be implemented on analog devices [16][17] or on digital 

devices like on a microcontroller [18], [19], [20], [21] or on 

an FPGA [22]. Analog type is easy to implement but it is also 

easily disturbed by noise and its parameter tuning must be 

done manually unlike digital type which allows the use of 

certain algorithms for parameter autotuning. The PID 

controller consists of three elements: proportional (P), 

integral (I), and derivative (D). These three elements can be 

combined to form several variants of controllers, such as P, 

PI, PD, and PID. From a mathematical point of view, the PID 

controller contains two zeros and one pole, making it suitable 

for second-order plants. Meanwhile, the PI controller 

contains only one pole and zero, making it ideal for first-order 

plants. When PI parameters (𝐾𝑝, 𝐾𝑖) are tuned properly then 

pole of controlled first order plant can be canceled by zero of 

that PI controller, thus pole of the PI controller will take over 

system response thoroughly. This article will specifically 

discuss controlling of first-order plant using a PI controller as 

the plant is simpler and the number of controller parameters 

are fewer, making it easier to be tuned. However, in many 

practical applications, more complex controllers may offer 

better performance despite being more challenging to tune. 

This research chooses simplicity rather than complexity. The 

main issue with this controller is determining appropriate 

values of 𝐾𝑝 and 𝐾𝑖 so that the system response has zero 

steady state error, and its settling time equals to a value as 

specified. Several methods exist for tuning PID parameters, 

such as Ziegler Nichols [23], Cohen, GA [24], Fuzzy [27], 

MRAC [25], ANN [26], Firefly [27], and relay shifting[28], 

[29], [30], [31]. However, this article will discuss the PZC 

(Pole Zero Cancellation) method for tuning the PI parameters 

as it is simple, straightforward and more deterministic but it 

requires plant transfer function to be known [32], [33].  

The fact indicates that plant parameters can be influenced 

by temperature, humidity, age, and other factors. This 

situation can degrade the control system performance. To 

address this issue, researchers have introduced autotuning 

controllers. This type of controller can detect changes of plant 

parameters [34] by several type of identification algorithm 

[35], and automatically re-tune the controller parameters 

hence the control system performance can be maintained 

[36]. For example, autotuning PID can be developed using 

the relay switch method [37]. Routh stability criteria is also 

used to tune integrator gain of PID [38]. Autotuning PID has 

been implemented for manipulator robots [39]. The short 

relay test method also has been applied to determine PID 

parameters [40]. The relay experiment method using 

extended Kalman filter and second order integrator as 

estimator was described and elaborated in [41]. Intelligent 

[42], Genetic algorithm [43], metaheuristic [44], machine 

learning [45], auto differentiation [46], computational [47] or 

optimization techniques [48] are also applicable methods for 

tuning PID parameters. Famous terms regarding to these 

methods are like PSO-PID [49] and Metaheuristic [50] [51]. 
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MRAC (Model Reference Adaptive Control) is a general 

structure commonly used for tuning PID parameters where 

plant output will be forced to follow the dynamic of a chosen 

model [52]. In general, those autotuning methods are 

indeterministic and require more computational complexity. 

As part of the scientific contributions, this article will 

discuss the development of a digital autotuning PI controller 

using the RLS-PZC method specifically for first-order plants. 

Take note that it is not for autotuning PID but autotuning PI 

instead, as plant to be controlled is first order. The motivation 

for choosing RLS-PZC over other methods is that it is simple, 

deterministic and performance is guaranteed. Hence, it will 

be applicable, or it can be implemented in applications of the 

real world. RLS (Recursive Least Square) is used to detect 

parameter changes in the first-order plant, including the plant 

dc gain (K) and the plant time constant (τ). Meanwhile, PZC 

(Pole Zero Cancelation) is assigned to calculate the best 

possible PI parameters for given constraints. Successfulness 

of PZC and overall autotuning PI will heavily depend on the 

estimation accuracy of RLS. As this is preliminary research 

then to verify the design, it is tested by Matlab simulation as 

described in [53] that Matlab is one of good tools for control 

design dan simulation. For complete verification, real world 

testing is emphasized. The testing is prepared to judge 

whether the proposed method can maintain the control 

system performance when plant parameters are changed. The 

performance to be studied will include settling time and 

steady state error. If time constant and dc gain of controlled 

plant are changed and the proposed controller capable to keep 

response to have specified time constant and zero steady state 

or its response is fit to ideal response, then it can be concluded 

that the proposed method is valid. The research contribution 

includes PZC formulation and autotuning PI based on RLS-

PZC for first order plant. 

II. METHOD 

A. Autotuning Structure 

Development of the autotuning PI controller begins with 

constructing autotuning PI structure as shown in Fig. 1. 

 

Fig. 1. Closed loop control with an RLS-PZC autotuning PI 

This structure is like a regular closed loop control system 

except that there exist two additional blocks called RLS and 

PZC. RLS is assigned to estimate plant parameters include 

plant DC gain (𝐾) and plant time constant (𝜏) based on the 

controller output 𝑀 and plant output 𝑌. PZC receives the 

estimated plant parameters to calculate PI parameters, 

including 𝐾𝑝  and 𝐾𝑖. While calculating the PI parameters, 

PZC considers 𝑀𝑚𝑎𝑥  and τ', which represent the maximum 

amplitude of 𝑀 and the desired settling time, respectively. 

These parameters must be considered in calculation to ensure 

that the resulting PI parameters will exhibit response with 

settling time 𝜏′ and PI output or control signal does not 

exceed the limitation. If this limitation is violated, then the 

actual response will not fit to the designed response. The PI 

parameters are then used by controller 𝐶 to process error 

signal 𝐸, which is the difference between setpoint 𝑅 and 

output 𝑌, into signal 𝑀 required by plant 𝐺. This structure is 

applied to ensure that system performance is maintained even 

though plant parameters are varied during operation. The 

system performances include settling time and steady state 

error. 

B. Pole Zero Cancelation (PZC) 

PZC is designed to calculate PI parameter (𝐾𝑝, 𝐾𝑖) so that 

plant output settles in expected duration with zero steady state 

error and the PI output does not exceed specified limit to 

guarantee that actual response will fit to designed response. 

As its name suggests, PZC will cancel the plant pole using PI 

zero hence PI pole will dominate entire closed loop response. 

To derive PZC formula, assume first-order plant to be 

controlled is as follows, 

𝐺 = 𝐾/(τ𝑠 + 1) (1) 

and the PI controller is as follows, 

𝐶 = 𝑀/𝐸 = (𝐾𝑝𝑠 + 𝐾𝑖)/𝑠 (2) 

Hence, its closed-loop transfer is stated as follows. 

𝐺𝑐 =
𝐾(𝐾𝑝𝑠 + 𝐾𝑖)

𝜏𝑠2 + 𝑠(1 + 𝐾𝐾𝑝) + 𝐾𝐾𝑖

 (3) 

To make 𝐺𝑐 as a first order with gain of one, then zero of 𝐺𝑐 

must be canceled using a pole. This can be achieved by 

modifying 𝐺𝑐 denominator as follows. 

𝐷(𝑠) = (𝐾𝑝𝑠 + 𝐾𝑖)(𝑠τ/𝐾𝑝 + α) 

= τ𝑠2 + 𝑠(𝐾𝑝α + τ𝐾𝑖/𝐾𝑝) + 𝐾𝑖α 
(4) 

The comparison between (3) and (4) lower results in: 

𝐾 𝐾𝑖 = αKi;  𝛼 = 𝐾 (5) 

and 

1 + 𝐾𝐾𝑝 = 𝐾𝑝α + τ𝐾𝑖/𝐾𝑝 

𝐾𝑖 = 𝐾𝑝/τ 
(6) 

Pole zero cancelation will take place by applying (4) upper as 

the denominator of (3), yields: 

𝐺𝑐 =
𝐾(𝐾𝑝𝑠 + 𝐾𝑖)

(𝐾𝑝𝑠 + 𝐾𝑖)(𝑠τ/𝐾𝑝 + K)
=

1
τ

𝐾𝐾𝑝
𝑠 + 1

 (7) 
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This is a first order with dc gain of one and time constant τ′ =
τ/𝐾𝐾𝑝. If 𝜏′ is specified, then 𝐾𝑝 can be calculated as follows. 

𝐾𝑝 = 𝜏/(𝐾𝜏′) (8) 

Substitution of (8) into (6) yields: 

𝐾𝑖 =
𝐾𝑝

𝜏
=

1

𝐾τ′
  (9) 

𝐾𝑝 and 𝐾𝑖 formula depends on selected time constant 𝜏′. The 

smaller time constant 𝜏′ will speed up the response, but higher 

amplitude of control signal is required. To know how small 

the time constant can be selected regarding the actuator limit, 

the controller output formula needs to be derived by 

substituting the following error formula into equation (2). 

𝐸 = 𝑢𝑐τ′/(τ′𝑠 + 1) = 𝑢𝑐/(𝑠 + 1/τ′) (10) 

Then obtained the following controller output. 

𝑀 =
𝑢𝑐

𝑠 + 1/τ′

𝐾𝑝𝑠 + 𝐾𝑖

𝑠
= 𝑢𝑐 (

𝐾𝑖τ′

𝑠
+

𝐾𝑝 − 𝐾𝑖τ
′

𝑠 +/τ′
) (11) 

do Laplace inverse to (11), yields 

𝑚(𝑡) = 𝑢𝑐  𝐾𝑖𝜏
′ + 𝑢𝑐(𝐾𝑝 − 𝐾𝑖𝜏′)𝑒−𝑡/𝜏′ (12) 

Maximum 𝑚(𝑡) will occur when e−t/τ′=1 or at 𝑡 = 0𝑠, hence: 

𝑚𝑚𝑎𝑥 = uc Kiτ
′ + uc(𝐾𝑝 − Kiτ

′) = 𝑢𝑐𝐾𝑝 (13) 

Substitution (8) to (13) yields maximum value of actuator: 

𝑚𝑚𝑎𝑥 = 𝑢𝑐𝜏/(𝐾𝜏′) (14) 

If 𝑚𝑚𝑎𝑥 is determined based on actual actuator limit, then the 

applicable minimum time constant will be 

𝜏𝑚𝑖𝑛
′ =

𝑢𝑐𝜏

𝐾𝑚𝑚𝑎𝑥

 (15) 

PZC algorithm consider 𝜏′𝑚𝑖𝑛  as smallest allowable value for 

time constant in calculating 𝐾𝑝 and 𝐾𝑖 using (8) and (9). If 

user select lower value than (15), then PZC will use 𝜏′𝑚𝑖𝑛, 

instead to ensure that the actual response will fit to the 

designed response. Otherwise, actual response will deviate 

from designed response or simulation response.  

C. Digital PI Controller 

To enable PI implementation in a microcontroller, (2) 

needs to be converted into its z-equation and then into 

corresponding difference equation. If the s to z conversion is 

done using Backward Euler as follows. 

𝑠 ≈
1 − 𝑧−1

𝑇
  (16) 

where 𝑇 is sampling time, then the detail steps for converting 

PI from Laplace to z-equation is shown in Table I.  

TABLE I.  LAPLACE TO Z CONVERSION FOR PI  

Step Formula Description 

1 
𝑈

𝐸
= 𝐾𝑝 +

𝐾𝑖

𝑠
 Laplace form for PI controller 

2 

𝑈(𝑧)

= 𝐾𝑝𝐸(𝑧) +
𝐾𝑖𝐸(𝑧)𝑇

(1 − 𝑧−1}
 

Replacing s with (16) to get 

z-form of U 

3 𝑈(𝑧) = 𝑃(𝑧) + 𝐼(𝑧) 
Naming each part with P and 

I, respectively 

Thus, by replacing 𝑧 with 𝑘 yields the following PI difference 

equation.  

𝑢(𝑘) = 𝑝(𝑘) + 𝑖(𝑘) (17) 

where 

𝑃(𝑧) = 𝐾𝑝𝐸(𝑧);   𝑝(𝑘) = 𝐾𝑝𝑒(𝑘) (18) 

and detail derivation for 𝐼 part as shown in Table II. 

TABLE II.   SIMPLIFICATION OF Z FORM FOR I PART  

Step Formula Description 

1 𝐼(𝑧) = 𝐾𝑖𝐸(𝑧)
𝑇

1 − 𝑧−1
 Z form for I part 

2 𝐼(𝑧)(1 − 𝑧−1) = 𝐾𝑖𝐸(𝑧)𝑇 
Multiply denominator to left 

side 

3 𝐼(𝑧) = 𝐼(𝑧)𝑧−1 + 𝐾𝑖𝐸(𝑧)𝑇 
Get I(z) by moving other 

term to right side 

Hence by converting last line from 𝑧 to 𝑘 results in difference 

equation for 𝐼 part as follows.  

𝑖(𝑘) = 𝑖(𝑘 − 1) + 𝐾𝑖𝑇𝑒(𝑘) (19) 

To get better response, sampling time T should be selected as 

small as possible, but it must be equal to or longer than 

duration required to execute PI and other algorithm. 

D. Recursive Least Square (RLS) 

 RLS is used to estimate parameters of first order plant, 

include dc gain 𝐾 and time constant 𝜏, based on plant input 

u(k) and plant output y(k). This is required to enable PZC 

calculating PI parameter accurately. Substitution (16) into 

(1), results in difference equation for the plant as follows. 

𝑌(𝑧)

𝑈(𝑧)
=

𝐾

𝜏(1 − 𝑧−1)/𝑇 + 1
 

𝑌(𝑧) = (𝐾𝑇𝑈(𝑧) + 𝜏𝑌(𝑧)𝑧−1)/( 𝜏 + 𝑇) 
𝑦(𝑘) = 𝑎𝑢(𝑘) − 𝑏𝑦(𝑘 − 1) 

(20) 

where 

𝑎 = 𝐾𝑇/(𝜏 + 𝑇);  𝐾 = 𝑎(𝜏 + 𝑇)/𝑇 (21) 

and 

𝑏 = 𝜏/(𝜏 + 𝑇);  𝜏 = 𝑏𝑇/(1 − 𝑏) (22) 

If 𝛷(𝑘) = [𝑢(𝑘)  𝑦(𝑘 − 1)]𝑇 and 𝜃̂ = [𝑎̂ 𝑏̂], where 𝑎̂ is 

estimation for a and 𝑏̂ is estimation for b, then RLS can be 

developed by relying calculation on these equation (23). 
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𝑦̂ = Φ(k)𝜃 
𝑒 = 𝑦 − 𝑦̂ 

𝐾 =
𝑃Φ

𝜆 + ΦT𝑃Φ
 

𝑃 = (𝑃 − 𝐾Φ𝑇𝑃)/𝜆 

𝜃̂ = 𝜃̂ + 𝐾𝑒 

(23) 

where 𝜆 is adaptation rate which is freely chosen in range 

between 0 and 1. Insensitive behavior can be achieved by 

setting 𝜆 near to 1. In contrast, to get high sensitivity, 𝜆 value 

should be reduced approaching zero. Meanwhile 𝑃 is identity 

matrix where its diagonal elements equal to a big number, e.g. 

1000, that determines speed of estimation [7], [8], [9], [10], 

[11], [12], [13], [14], [15], [16]. 

 Using data samples read from plant input 𝑢(𝑘) and plant 

output 𝑦(𝑘), RLS will obtain 𝑎̂ and 𝑏̂. Then using (21) and 

(22), 𝐾 and 𝜏 are found effectively as both 𝑃 and 𝜃̂ are small 

size matrix, 2×2 and 1×2, respectively. 

E. Autotuning PI 

 As mentioned earlier, the autotuning PI comprises of 

RLS, PZC and digital PI. Hence, to construct proposed 

controller simply by cascading these three processes 

sequentially, as follows: 

• RLS take place firstly by reading 𝑢(𝑘) and 𝑦(𝑘) to 

produce 𝐾 and 𝜏,  

• PZC uses  𝐾 and 𝜏 to update 𝐾𝑝 and 𝐾𝑖 value, 

• Digital PI uses obtained 𝐾𝑝, 𝐾𝑖 and 𝑒(𝑘) = 𝑟(𝑘) − 𝑦(𝑘) 

to calculate 𝑚(𝑘) required by plant.  

This process is repeated once every sampling time 𝑇 until the 

system is disabled as shown in Fig. 2. 

 

Fig. 2. Flowchart for RLS-PZC autotuning PI 

III. RESULTS AND DISCUSSION 

This section describes design and verification for PZC, 

RLS, digital PI, and autotuning PI.  

A. Design and Verification for PZC 

PZC is responsible for calculating 𝐾𝑝 and 𝐾i, using (8) 

and (9) respectively. These two equations require 𝐾, 𝜏 and 𝜏′. 
According to (15), 𝜏′ requires 𝑢𝑐 and 𝑚𝑚𝑎𝑥, which are the 

setpoint change and the maximum PI output, respectively. 

Thus, the PZC script can be constructed as in Listing 1.  

Line 1 defines setpoint change. For example, if PI is 

assigned for controlling temperature where setpoint is 30°C 

and ambient temperature is about 25°C, then setpoint change 

will be 5°C. Line 2 and 3 define plant time constant and palnt 

dc gain, respectively. Line 4 defines maximum actuator, 

where it must be equal to actuator capability. Line 5 defines 

the required settling time for closed loop control system. Line 

6 defines sampling time for PZC, RLS and PI controller. 

Sampling time must be equal to or longer than duration 

required to execute RLS-PZC and PI algorithm. Line 8 

calculates (15). Line 9 calculates time constant regarding to 

settling time defined in line 5. Line 11-16 reassigns required 

time constant and required settling time with reasonable one 

hence controller output does not exceed maximum limit of 

actuator. Line 18 and 19 calculate 𝐾𝑖 and 𝐾𝑝 using (9) and 

(8), respectively. Line 20 defines plant transfer function G. 

Line 21 defines PI transfer function. Line 22 defines forward 

transfer function. Line 23 defines closed loop transfer 

function and Line 24 display step response information, like 

settling time, overshoot percentage, etc. 

Listing 1. PZC script to calculate Kp and Ki. 

Executing this scrip result in 𝐾𝑝=5 and 𝐾𝑖=1.1667. To 

verify this result, these values need to be entered into the 

following PI block and then run a simulation shown in Fig. 3. 

 

Fig. 3. Simulink for testing of PZC 

Signal 𝑦1 is output for PI closed loop control system with 

saturation equal to the value set in Listing 1 line 4. While 

signal 𝑦2 is output of similar system but saturation is set to 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

uc = 10;      % setpoint change 

tau = 1.2;          % plant time constant 

K = 0.9;            % plant dc gain  

actuator_max = 50;  % m_max in (15)  

ts= 1.0;            % required settling time 

T = 0.01;           % sampling time 

       % Eq. (15) 

tau_aksen_min = uc*tau/(K*actuator_max); 

tau_aksen=ts/4;     % ts=4*tau  

% ensure tau_aksen >= tau_aksen_min 

if tau_aksen<tau_aksen_min 

    tau_aksen = tau_aksen_min; 

    ts_aktual = tau_aksen*4; 

else 

    ts_aktual=ts; 

end 

ts_aktual  % display actual ts 

Ki = 1/(K*tau_aksen) % Eq. (9) 

Kp = tau*Ki  % Eg. (8)  

G=tf(K,[tau 1]); % plant transfer fun 

C=tf([Kp Ki],[1 0]); % PI transfer fun 

M=uc*feedback(C,G); % forward path 

Gc=feedback(C*G,1); % closed loop 

stepinfo(Gc)  % step response 
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half of previous system. Running this simulation results in 

response as depicted in Fig. 4. 

 

Fig. 4. Simulink for testing of PZC 

y1 settles for about one second as defined by Listing 1 line 

5. In contrast, y2 requires more time for settling as 

Saturation2 is set to 25 which is lower than the value defined 

in Listing 1 line 4, in this case, 50. Control signal u1 is also 

as expected. Its maximum value is equal to the value defined 

in Listing 1 line 4. In comparison, the control signal u2 is 

saturated at 25. 

B. Design and Verification for Digital PI  

 Digital PI described by (17), (18) and (19) can be 

implemented into a script as shown in Listing 2. 

Listing 2. Script for digital PI. 

Line 3 defines static variable I to keep integrator value 

and line 5 initiates the variable with zero. Line 9 calculates 

error, i.e. difference between setpoint r and output y. Line 10 

does integration operation and line 11 calculates PI as in (17). 

This PI script is verified by attaching it into Controller2 and 

Controller3 of a simulation diagram shown in Fig. 5. 

 

Fig. 5. Simulink for testing PZC 

This diagram accompanied with three PI controllers, i.e. 

Controller1, Controller2, and Controller3. Controller1 is an 

analog type. It becomes a standard for two other digital types. 

Controller3 works ten times slower than Controller1. All 

these controllers use the same 𝐾𝑝 and 𝐾𝑖 value, result of 

Listing 1. Running this simulation yields responses as shown 

in Fig. 6. 

 

Fig. 6. Digital PI responses 

As can be seen, 𝑦1 (response with T=0.01s) fits to the 

analog response 𝑦𝑠, meanwhile 𝑦2 (response when T=0.1s) 

deviates from the analog response ys. This indicates that 

smaller sampling time makes the digital response closer to 

the analog response, but too small sampling time surely will 

burden controller work. This result also verifies that digital 

PI has been successfully developed since the digital response 

fits to the analog response (𝑦𝑠). 

C. Design and Verification for RLS 

RLS described by (21), (22) and (23) is for estimating 𝐾 

and 𝜏. These equations can be implemented into a script as 

depicted in Listing 3.  

Listing 3. RLS script to estimate K and 𝜏. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

function [tau,K] = rls(u,y,T) 

 

persistent y1;  % define static vars 

persistent P;  % covariance matrix 

persistent theta_est; % estunated theta 

 

delta = 1000; 

lambda = 0.95; 

 

if isempty(y1) 

    y1 = 0;  % init static vars 

    P = delta * eye(2);          

    theta_est = zeros(2, 1);     

end 

   % Eq. (23) 

phi = [u; y1]; 

e = y - phi' * theta_est; 

K_k = (P * phi) / (lambda + phi' * P * phi); 

theta_est = theta_est + K_k * e; 

P = (P - K_k * phi' * P) / lambda; 

y1 = y; 

 

a = theta_est(1,1); % pick a 

b = theta_est(2,1); % pick b 

tau = b*T/(1-b); % Eq. (22) 

K=a*(tau+T)/T;  % Eq. (21) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

function u = pi(r, Kp, Ki, T, y) 

 

persistent I; % static variable  

 

if isempty(I) 

    I=0; % init static variable 

End 

 

e = r - y;  % calculate error 

I = I + Ki*T*e; % calculate integral  

u = Kp*e + I;   % calculate P+I 
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 To verify its functionality, this script needs to be 

embedded into Matlab function block named RLS as shown 

in Fig. 7 and its time sampling is set to T via block parameter. 

 

Fig. 7. Simulink for testing RLS 

In this figure, Plant is a plant to be estimated by RLS; 

thus, its input 𝑢 and output 𝑦 is routed to RLS. RLS also 

receives 𝑇 that is a sampling time, which defines an interval 

for reading those two signals and is required to calculate tau 

and 𝐾 as shown in line 25-26 Listing 3. If plant dc gain and 

plant time constant are as defined in Listing 1 line 2-3, i.e. 

𝐾=0.9, 𝜏=1.2s, and the sampling time is as defined in Listing 

1 line 6, then running the simulation will result in response as 

shown in Fig. 8. 

 

Fig. 8. RLS response 

This response proves that RSL has successfully estimated 

𝐾 and 𝜏 in 0.2s. Exact value for this estimated 𝐾 and 𝜏 are 

shown in two displays of Fig. 7, i.e. 𝐾=0.9 and 𝜏=1.2s. These 

values are equal to the values described before. Input signal 

u that was using here, is a square wave. This type of signal 

does not affect the estimation result, even though its 

amplitude goes to zero. e.g. from t=0.5s to t=1s, the 

estimated value 𝐾 and 𝜏 still present correct value. 

D. Design and Verification for Autotuning PI 

Everything required to develop autotuning PI has been 

discussed. It is time to start development of autotuning PI 

simply by cascading RLS, PZC and digital PI as shown in 

Fig. 1. Hence, simulation for the autotuning PI can be 

constructed as shown in Fig. 9. 

To investigate this simulation easily, RLS-PZC process is 

implemented separately from digital PI process. As can be 

seen, RLS-PZC receives T, act_max, 𝑡𝑠 and 𝑢𝑐. These values 

are defined in Listing 1 line 1-6. Moreover, RLS-PZC needs 

to read plant input 𝑢 and plant output 𝑦 so that it can estimate 

plant parameters. The RLS-PZC employs RLS algorithm to 

estimate plant parameters (𝜏, 𝐾), and employs PZC to get PI 

parameter (𝐾𝑝, 𝐾𝑖). Meanwhile, digital PI receives 𝜏, 𝐾𝑝, 𝐾𝑖, 
𝑇, 𝑦, actuator_min and actuator_max to produces control 

signal 𝑢 that will be sent to the plant named Plant2. To 

evaluate the autotuning PI, continuous PI named Controller1 

is run parallel with the autotuning PI hence their output can 

be compared. Running this simulation yields response as 

shown in Fig. 10. 

  

Fig. 9. Autotuning PI comprises of RLS-PZC and digital PI 

 

Fig. 10. Autotuning PI response when 𝜆=0.96 

The response of autotuning PI, 𝑦2, gradually coincides to 

the response of continuous PI, 𝑦1. This proves that 

autotuning PI has worked properly. If 𝜆 in (23) or lambda in 

Listing 3 line 8 is changed to 0.5, simulation yields response 

in Fig. 11.  

 

Fig. 11. Autotuning PI response when 𝜆=0.5 
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When this response is compared to the response in Fig. 

10, the significant difference is that 𝑦2 coincides to 𝑦1 since 

at the beginning response. This signifies that smaller 𝜆 will 

speed up or shorten the duration for parameters estimation 

and hence it will speed up the response of autotuning PI. The 

other important thing is that the absolute value of control 

signal 𝑢2 is never greater than fifty. Again, this phenomenon 

indicates that PZC works as expected, where the calculation 

of 𝐾𝑝 and 𝐾𝑖 has considered the actuator_max that is defined 

in Listing 1 line 4. This will guarantee that the actual response 

will comply with the designed response.  

E. Verification for Performance  

To verify whether autotuning PI algorithm can maintain 

its performance when the plant dc gain 𝐾 is changed, the plant 

named Plant2 in Fig. 9 needs to be replaced with gain varying 

plant as shown in Fig. 12. This plant is the same as the 

previous plant, but now it also receives step signal routed to 

𝑏. This mechanism enables it to be a varying gain plant. Here 

𝐾 is varied from 0.9 to 1.5 at 𝑡 = 4𝑠 by a step function. To 

enable comparison of the proposed system with an ideal 

system, two closed loop control systems have been provided 

to produce ideal response. Ideal response means response 

produced by PI controller where 𝐾𝑝 and 𝐾𝑖 is calculated 

using PZC with required time constant and known plant 

parameters. 

 

Fig. 12. Trial against changes of dc gain K 

The first closed loop control system is controlled using 

Controller2 to produce ideal response for 𝑡 = [0 4]𝑠, while 

the second one is controlled using Controller1 to produce the 

reminding ideal response from 𝑡 = 4𝑠 until end of 

simulation. Then 𝑦2𝑆𝑤𝑖𝑡𝑐ℎ combines these two ideal 

responses. Running the simulation results in response as 

shown in Fig. 13. The last axis shows that 𝐾 changes from 

0.9 to 1.5 at 𝑡 = 4𝑠. This causes autotuning response, 𝑦𝑎, to 

deviate from its ideal response, 𝑦. 

Fortunately, autotuning PI has re-tuned PI parameters to 

new 𝐾𝑝=3.2 and new 𝐾𝑖=2.667 hence the response 

successfully recovered at 𝑡=7.5s, when ya completely 

coincides to 𝑦. 

In the same manner, the performance against changes of 

time constant is tested using simulation shown in Fig. 14. 

 

Fig. 13. Response against changes of dc gain K 

 

Fig. 14. Trial against changes of time constant 𝜏 

A step function is allocated to change plant time constant 

from 1.2s to 3s at 𝑡 = 4𝑠 with response as shown in Fig. 15. 

 

Fig. 15. Response against changes of time constant 𝜏 

As depicted in the last axis, the plant time constant was 

varied at 𝑡 = 4𝑠 from 1.2s to 3s. This causes the output of 

autotuning PI, 𝑦𝑎, deviates from ideal response, 𝑦. Again, the 

autotuning PI successfully recovers its response to same as 

ideal response at 𝑡=7.5s. This response confirms that 

autotuning PI can maintain its performance. A controller 

having such capabilities will eliminate the need for manual 

tuning and the performance of the system or product 

produced will always be well maintained.  
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IV.  CONCLUSIONS AND FUTURE WORK 

This paper proposed an autotuning PI controller for first 

order plant which is comprises of RLS, PZC and digital PI. 

Simulation result proves that proposed controller works as 

expected, include: 

• It can estimate parameters of first order plant in 0.2s. 

• It can determine suitable PI parameters that will result in 

response without overshot, zero steady state and settling 

time as determined by selected time constant. 

• It can generate control signal using digital PI algorithm 

for maintaining its performance (settling time and steady 

state error) even though plant parameters (dc gain and 

time constant) were changed. Recovery time is about 3.5s 

since parameters changes occurred.  

• The control signal, produced by PI controller, also 

guaranteed never greater than its maximum value to 

ensure actual response fits to designed response.  

All these outcomes will support the realization of simple 

operation and high-quality controllers. 

However, this work needs to be verified in more real 

situation, e.g. by implementing script into C code run on a 

microcontroller (like AVR, ESP32, STM32, etc.) or FPGA 

and tested in real-world or in non-linear condition, to see and 

evaluate its actual performance and robustness against noise. 

To be more general and applicable or suitable for a particular 

real plant, the design requires enhancement so comply for 

FOPD (First Order Plant with Delay) and second order plant. 

The enhancement is essential since real plants are 

complicated higher order system and it is reasonable to 

estimate them as FOPD or second order than first order. 

The main contribution of this article is PI parameter 

tuning based on PZC where resulting 𝐾𝑝 and 𝐾𝑖 will produce 

ideal first order response having required setting time and its 

control signal does not exceed specified limit. So, this article 

contributes on control domain especially about autotuning of 

PI controller using PZC-RLS algorithm. This method will 

simplify application of PI controller in real life as manual 

tuning by operator is not required. The main limitation of this 

method is that its success is dependent on the accuracy of 

plant transfer function, where the transfer function is obtained 

by RLS algorithm. 
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