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Abstract—The growing intricacy of IT education requires 

resources to aid students in choosing specialized pathways. This 

study investigates the prediction of specialization preferences 

among IT students at SDU University in Kazakhstan through 

the application of machine learning techniques. The research 

contribution is the development of a predictive model that 

enhances academic advising by incorporating multiple factors, 

including academic performance, personality traits, 

qualifications, and extracurricular involvement. The research 

examined 692 anonymized student profiles and evaluated the 

efficacy of five machine learning algorithms: Random Forest, K-

Nearest Neighbors, Support Vector Machine, Gradient 

Boosting, and Naive Bayes. Stratified 10-fold cross-validation 

was utilized to reduce the risk of overfitting. Gradient Boosting 

attained a peak accuracy of 99.10% in validation; however, its 

performance decreased to 92.16% on an independent test set, 

suggesting overfitting. Naive Bayes exhibited the lowest 

accuracy, recorded at 35.26%. Logistic regression analysis 

indicated a statistically significant correlation (p < 0.05) among 

academic performance, extracurricular involvement, and 

specialization selection. Personality traits and certifications 

significantly influenced the prediction process. The findings 

suggest that although Gradient Boosting demonstrates high 

effectiveness, the associated risk of overfitting requires 

additional refinement for practical application. The notable 

impact of academic performance and extracurricular activities 

indicates that educational institutions ought to prioritize these 

elements in student guidance. The incorporation of machine 

learning-based recommendations into advising frameworks 

enhances the precision of specialization predictions, thereby 

improving student decision-making and career alignment. 

Keywords—Educational Prediction; Machine Learning in 

Education; Artificial Intelligence in Education; Prediction 

Systems in Education. 

I. INTRODUCTION 

Rapid growth in the information technology (IT) sector 

has increased the need for specialist education in software 

engineering, data science, cybersecurity, and IT management 

[1]-[3]. Universities help students choose an academic focus 

as these subjects expand and diversify [4]-[6]. With so many 

specialized options, educational institutions must give 

focused support to help students navigate this process and 

choose pathways that match their skills, interests, and 

professional aspirations. This counsel is crucial since 

students' school choices might affect their career success, 

employment contentment, and overall fulfillment [7]-[9]. The 

correct educational pathway gives students the skills they 

need and a sense of purpose, helping them succeed 

professionally and personally [10]-[12]. 

There exists a significant gap in the literature concerning 

effective, data-driven tools that assist students in choosing 

their educational pathways, despite the critical nature of these 

decisions. Existing studies emphasize the necessity for 

decision-making tools; however, they frequently fall short in 

providing a thorough examination of the effective 

implementation of machine learning (ML) for personalizing 

academic advice [13]-[15]. Furthermore, there is a lack of 

thorough investigation into the specific factors that affect 

educational track choices, including personality traits, 

extracurricular activities, and socioeconomic status, as well 

as the interplay of these factors with academic performance 

in shaping decision-making processes [16]-[18]. This method 

allows schools to provide personalized advice that connects 

with students, empowering them to make informed 

educational decisions. Institutions may improve advising by 

providing better decision-making tools, giving students more 

confidence and assistance as they navigate their academic 

careers [19]-[21]. 

Recognizing the potential ethical concerns associated 

with the application of machine learning in educational 

contexts is essential. Despite the dataset being anonymized, 

it is essential to implement appropriate measures to safeguard 

data privacy and mitigate potential biases inherent in the 

dataset. This study will examine the measures implemented 

to safeguard data security and the associated risks of 

algorithmic decision-making, with a focus on the ethical 

considerations of employing predictive models to shape 

students' educational trajectories. 

This study examines how machine learning models 

predict IT students' educational track preferences at SDU 

University in Kazakhstan, a region where the IT landscape is 
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growing rapidly but lacks well-established, data-driven 

advising tools. With increasing student numbers and limited 

specialized guidance, the need for personalized academic 

support is pressing. To this goal, we used an anonymized 

dataset from 692 IT students that included many criteria 

thought to influence educational decisions. Academic 

performance, market demand, socioeconomic factor, 

personality, extracurriculars, and certificates are variables. 

We look for patterns and connections between these 

characteristics to improve advising and assist institutions 

build educational programs that fulfill students' different 

demands. This data may help colleges improve support 

systems and personalize academic pathways. 

This study enhances the existing literature on predictive 

analytics within the field of education. This study aims to 

illustrate the potential of machine learning in enhancing 

educational institutions' comprehension of and response to 

student needs. With the growing prevalence of machine 

learning and data-driven technologies in education, it is 

imperative to investigate their potential to enhance university 

support for students in making significant academic 

decisions. This study aims to deliver actionable insights that 

enable universities to improve their advising systems, thereby 

enhancing students' academic and professional outcomes. 

The objectives of the study: 

[1] Compare IT students' academic achievement to their 

specialized tracks. 

[2] Assess how personality affects students' educational track 

choices and decisions. 

[3] Examine how extracurriculars and other non-academic 

elements affect students' specialization choices. 

[4] Create and test machine learning models to predict 

students' educational track preferences using data. 

[5] Give higher education institutions actionable insights and 

recommendations to improve their advising and support 

systems and help students make career and educational 

decisions. 

The research contribution is the development of a 

predictive model that integrates multiple variables - academic 

performance, personality traits, qualifications, and 

extracurricular involvement to predict students' 

specialization preferences. We utilized machine learning 

algorithms to enhance student advising through personalized 

and efficient methods, delivering tailored recommendations 

that facilitate improved decision-making and align academic 

pursuits with long-term career objectives. 

II. LITERATURE REVIEW 

The growing complexity of Information Technology (IT) 

education and its dynamic curriculum require effective 

guidance systems to assist students in making informed 

decisions about their academic and career trajectories [22]-

[24]. Educational institutions are increasingly focused on 

providing personalized learning experiences, leading to 

heightened interest in data-driven methods for predicting 

students' specialization preferences [25]-[27]. This literature 

review examines the function of machine learning (ML) in 

forecasting academic trajectories and assisting students in 

choosing specialized tracks within information technology 

programs. 

Machine learning has garnered considerable interest in 

education for its capacity to analyze extensive datasets and 

deliver predictive insights. Numerous studies have shown the 

efficacy of machine learning algorithms in educational 

decision-making, including predictions of student 

performance, development of course recommendation 

systems, and identification of at-risk students [28], [29], [30]-

[32]. These techniques can be particularly beneficial in higher 

education, where students often face challenges in choosing 

appropriate specializations or career pathways due to the vast 

array of available options and the complex interplay of 

academic performance, personal interests, and extracurricular 

engagement [33]-[35]. 

The influence of academic performance and 

extracurricular involvement on specialization decisions is 

well-established in the literature [36]-[38]. Academic 

performance in foundational courses serves as a significant 

predictor of a student's potential success in advanced, 

specialized courses [39]-[41]. Extracurricular activities 

significantly impact career decisions by facilitating the 

development of soft skills and providing practical experience 

pertinent to students' selected fields [42]-[44], [57]-[60]. This 

study demonstrates that integrating academic and 

extracurricular data into predictive models enhances the 

accuracy of forecasting specialization preferences, thereby 

providing a comprehensive perspective on a student's 

potential. 

This study indicates that machine learning can improve 

educational decision-making by offering personalized 

recommendations for students according to their profiles. 

This is especially advantageous in academic advising, as 

tailored insights can direct students toward suitable career 

paths and specializations, thereby enhancing their academic 

experience and future employment opportunities [45]-[47]. 

As machine learning algorithms advance, their utilization in 

academic advising is expected to grow, equipping 

universities with effective tools to enhance student success 

[48]-[50]. 

Comparing machine learning algorithms for educational 

track choosing reveals model efficacy. Researchers have used 

many algorithms to assess their predictive power, focusing on 

accuracy, precision, and recall. These research show that 

some algorithms are superior at predicting educational 

courses. This can improve academic and career counseling. 

Random Forest performed best among the main 

algorithms tested. This system predicts study tracks with 94% 

accuracy and job paths with 87.77% accuracy, according to 

Dirin and Saballe [51] and Ahmed et al. [52]. In forecasting 

study paths, the technique is 94% accurate. Its vast data 

format support makes it ideal for educational data mining. 

Logistic regression is also effective at predicting GPAs 

and academic pathways. In a Saudi institution research, this 

algorithm beat others, demonstrating its utility in 

understanding student traits and academic achievement [53]. 

Decision Trees also help choose study paths with 93% 
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accuracy. They can provide clear and interpretable insights 

into student decisions, highlighting its usefulness in 

educational data mining [51]. 

These discoveries have major implications for 

educational institutions. Machine learning in career advising 

could improve student decision-making. Educational 

institutions can help students choose academic routes that 

match their talents and interests using predictive analytics 

[52][53]. Educational institutions can also employ these 

algorithms to create personalized programs that improve 

educational outcomes. If they match academic offerings to 

student preferences, institutions can create a more productive 

and helpful learning environment [54]. 

This article analyzes four machine learning approaches 

that predict academic success using educational data. Deep 

Learning outperforms other methods because feature 

selection enhances prediction accuracy more than algorithm 

choice [55]. However, the research [56] compares machine 

learning algorithms for predictive analytics in higher 

education, specifically student performance classification 

accuracy. However, it does not address predicting one's 

educational future. 

Research has extensively examined the effectiveness of 

machine learning algorithms in educational settings, 

particularly regarding their ability to predict student 

performance, preferences, and career trajectories. 

Nonetheless, various limitations should be acknowledged 

when implementing these algorithms. A significant challenge 

is the necessity for extensive, high-quality datasets. The 

predictive capability of these models may be hindered in the 

absence of substantial datasets, resulting in overfitting or 

underperformance, particularly in situations characterized by 

data sparsity or quality concerns [61]-[63]. Moreover, 

numerous models do not consider external factors, including 

socio-economic background, personal circumstances, and 

market trends, which may affect students' decisions regarding 

their academic trajectories. The variables frequently 

neglected in machine learning models significantly influence 

students' educational and career preferences [64]-[66]. 

Recognizing and addressing these external factors is essential 

for comprehending the complete potential and constraints of 

machine learning in educational decision-making [67][68]. 

Several studies have investigated the use of machine 

learning algorithms to forecast overall student performance 

and preferences across different educational fields [69]-[71]. 

There exists a significant gap in research that specifically 

addresses the IT industry, especially in nations such as 

Kazakhstan. Recent research predominantly emphasizes 

wider educational frameworks or specific academic 

disciplines such as mathematics or humanities, resulting in 

insufficient exploration of the distinct challenges associated 

with IT education [72]-[74]. Moreover, although extensive 

literature exists regarding the application of predictive 

models in education, limited research has focused on 

adapting these models to meet the distinct needs of IT 

students and the unique characteristics of the discipline [75]-

[77]. This indicates a notable deficiency in our 

comprehension of the effective application of machine 

learning in this context. 

While certain studies have identified significant 

predictive factors, including academic performance, 

personality traits, and extracurricular activities [78]-[80], 

there is a scarcity of research exploring the interactions of 

these factors within machine learning models. Analyzing the 

interconnections among these variables is essential, as their 

collective impact may yield greater predictive power than 

isolated factors alone.  Although the application of machine 

learning models to predict student outcomes is well-

established, there remains a significant gap in research 

addressing the unique challenges encountered by IT students, 

especially in Kazakhstan. This study seeks to fill a gap by 

creating a model that incorporates a wider array of factors, 

such as academic performance, personality traits, and 

extracurricular activities, to forecast students' specialization 

choices in IT education. 

III. METHODS AND MATERIALS 

This section will explain dataset structure, processing, 

and methods. 

The anonymous dataset of 692 IT students from SDU 

University in Kazakhstan is shown in Table I. The dataset 

uses multi-class classification to forecast the IT specialization 

track's "Interest" characteristic. While this dataset provided 

valuable insights, its relatively small size posed challenges in 

ensuring model generalizability. A limited dataset can lead to 

model bias, reducing its ability to generalize well to new 

students. 

TABLE I. FEATURES OF DATASET 

Feature Description 

Grades in IT 

Subjects 

Scores in Operating Systems, Algorithm 

Analysis, Programming Concepts, etc.. 

Hackathons 

Attended 

Total number of hackathons in which the 

student has participated. 

Interest 
The desired IT specialization (e.g., Database 

Administrator, Data Scientist). 

Topmost 

Certification 

Top IT certifications (Google Professional Data 

Engineer, MongoDB Certified DBA). 

Personality Type Classifies the student as Introvert or Extravert. 

Preference for Role 
Indicates if the student prefers management or 

technical roles. 

Leadership Skills 
Indicates whether the student has demonstrated 

leadership capabilities. 

Teamwork Ability 
Reflects whether the student works effectively 

in a team setting. 

Self-Reliance 
Indicates if the student is capable of working 

independently. 

Socioeconomic 

Background 

Indicates the socioeconomic status of the 

student (e.g., low, medium, high). 

Market Demand 

Reflects the demand for specific IT roles in the 

job market (e.g., high demand for Data 
Scientists). 

 

The dataset revealed an imbalanced distribution of the 

"Interest" variable, with specific IT specializations exhibiting 

a notably higher number of students compared to others. The 

Software Developer category comprised 300 students 

(43.3%), whereas the Data Scientist category included only 

50 students (7.2%). The dataset was balanced through the 

application of oversampling to mitigate class imbalance. The 

underrepresented class, Data Scientist, was oversampled 

through the generation of synthetic data points, thereby 

ensuring equal representation of each class in the training set. 
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This method enhanced the performance of machine learning 

models by mitigating bias towards the majority class, thereby 

enabling accurate predictions across all specializations, 

including those with fewer students. 

Fig. 1 shows data preprocessing techniques utilized in the 

dataset. The dataset included absent values in both numerical 

and categorical attributes. Numerical values that were absent 

were imputed using the mean of each column to uphold data 

integrity and maintain the overall distribution. This method 

may introduce bias if the missing data is not randomly 

distributed, potentially distorting model predictions. 

Alternative techniques, including median imputation, 

multiple imputation, and k-nearest neighbors (KNN) 

imputation, were evaluated but ultimately not implemented 

because of their computational complexity and the potential 

for distorting underlying data distributions. 

Missing values for categorical variables were imputed 

using the mode, thereby maintaining categorical integrity. 

This method demonstrates computational efficiency; 

however, it may introduce bias if specific categories are 

disproportionately impacted by absent data. Advanced 

imputation methods, including KNN and decision-tree-based 

approaches, were not utilized due to their complexity and the 

risk of overfitting. 

Categorical features such as Personality Type, Topmost 

Certification, and Interest underwent one-hot encoding to 

facilitate compatibility with machine learning models. This 

method was selected for its efficacy in maintaining 

categorical information; however, other encoding techniques, 

including ordinal encoding, were evaluated and found 

inappropriate due to the absence of inherent ordering in 

categorical variables. 

Numerical features, including grades and scores, 

underwent normalization through Min-Max scaling, which 

maps values to a range of [0,1]. This method was chosen for 

its appropriateness in models that are sensitive to feature 

scaling, especially those utilizing gradient-based algorithms. 

Standardization (z-score scaling) was considered but 

ultimately not selected due to the potential loss of 

interpretability in datasets where absolute values hold 

significance. Nonetheless, its influence on model 

performance continues to warrant additional investigation. 

  

Fig. 1.  Data preprocessing techniques utilized in the dataset 

To mitigate class imbalance, the Synthetic Minority 

Over-sampling Technique (SMOTE) was utilized. SMOTE 

creates synthetic samples for underrepresented classes 

through interpolation of existing minority class instances. 

This method was selected instead of random oversampling to 

mitigate the risk of overfitting and was favored over 

undersampling due to the potential for information loss. 

Alternative techniques, including cost-sensitive learning and 

ensemble methods, were evaluated but ultimately not applied, 

as the emphasis was placed on enhancing data representation 

rather than making adjustments at the model level. The 

SMOTE algorithm generates synthetic instances by 

interpolating between minority class instances. For a given 

minority instance 𝑥𝑚𝑖𝑛 , a synthetic instance 𝑥𝑠𝑦𝑛 is generated 

as: 

𝑥𝑠𝑦𝑛 = 𝑥𝑚𝑖𝑛 + 𝜆(𝑥𝑛𝑒𝑎𝑟𝑒𝑠𝑡 − 𝑥𝑚𝑖𝑛) (1) 

where 𝑥𝑛𝑒𝑎𝑟𝑒𝑠𝑡 is the nearest neighbor of 𝑥𝑚𝑖𝑛 in the feature 

space, and 𝜆 is a random factor in the range [0,1]. 

This increases the number of instances in the 

underrepresented class until a balanced class distribution is 

achieved, where: 

𝑃(𝑦 = 𝑐𝑚𝑖𝑛𝑜𝑡𝑖𝑟𝑦) = 𝑃(𝑦 = 𝑐𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦) ∀ 𝑐 (2) 

Fig. 2 showcases the machine learning process for the 

applied methodology. The dataset was separated into two 

subsets for training and testing machine learning models to 

appropriately evaluate their performance. The data was split 

80:20, with 80% utilized for model training and 20% for 

testing. This method ensures that models are tested on unseen 

data, giving a more accurate generalization assessment. We 

utilized five machine learning models to predict students' 

specialization preferences: Random Forest, K-Nearest 

Neighbors (KNN), Support Vector Machine (SVM), 

Gradient Boosting, and Naïve Bayes. We employed stratified 

10-fold cross-validation to enhance the reliability of model 

performance and reduce the risks of overfitting. This method 

guarantees that each fold preserves equivalent class 

distribution proportions, thereby enhancing the 

generalizability of the model. 

 

Fig. 2.  Evaluation process of the applied methodology 

Mutual information scores were utilized for feature 

selection to determine the most significant predictors, while 

hyperparameter tuning was executed through grid search 

combined with cross-validation. To validate model 

robustness, we assessed Gradient Boosting on an independent 

test set, noting a performance decline from 99.10% (cross-

validation) to 92.16% (test set), indicating possible 

overfitting. 

We performed a logistic regression analysis to assess the 

statistical significance of the relationship among academic 

performance, extracurricular activities, and specialization 



Journal of Robotics and Control (JRC) ISSN: 2715-5072 430 

 

Bauyrzhan Berlikozha, Development of Method to Predict Career Choice of IT Students in Kazakhstan by Applying Machine 

Learning Methods 

preferences as is shown in Fig. 3. The significance threshold 

was established at p < 0.05 to identify relevant associations 

between features and specialization choices. 

 

Fig. 3.  Logistic regression analysis process 

In this study, model tuning was essential to the machine 

learning pipeline, focusing on enhancing the performance of 

different algorithms employed to predict the educational 

paths of IT students. The tuning process concentrated on 

essential machine learning models: Gradient Boosting, 

Support Vector Machines, the number of estimators (trees), 

and the maximum depth of the individual trees. The learning 

rate regulates the contribution of each tree to the overall 

model, while the number of estimators specifies the total 

count of trees utilized in the ensemble. The depth of the trees 

influences the complexity of each decision tree. The 

hyperparameters were optimized through Grid Search, which 

evaluates a spectrum of values for each parameter, and the 

configuration yielding the optimal model performance was 

chosen. The optimal configuration for the Gradient Boosting 

model, following tuning, includes a learning rate of 0.01, 

1000 estimators, and a maximum depth of 4. The 

configuration achieved an accuracy of 99.10%, indicating the 

model's proficiency in capturing complex relationships 

within the data. 

Tuning for the Support Vector Machine (SVM) 

concentrated on the kernel type, regularization parameter (C), 

and kernel coefficient (gamma). The kernel type determines 

the transformation of data to enhance class separation, 

whereas the regularization parameter (C) regulates the 

balance between model complexity and misclassification 

rates. The kernel coefficient (gamma) affects the impact of 

each support vector. Multiple combinations of linear, 

polynomial, and Radial Basis Function (RBF) kernels were 

evaluated, with the RBF kernel demonstrating superior 

performance. The optimal configuration for the SVM 

involved a C value of 1 and a gamma value of 0.01. Despite 

fine-tuning, the SVM model underperformed compared to 

Gradient Boosting, indicating challenges in capturing the 

dataset's complex patterns. 

Tuning for Logistic Regression focused on the 

regularization parameter (C), the solver, and the maximum 

number of iterations (max_iter). The solver identifies the 

algorithm employed for optimizing the loss function, while 

the regularization parameter aids in mitigating overfitting. 

Following the evaluation of various solvers, including 

'liblinear', 'lbfgs', and 'saga', the optimal configuration was 

identified as a C value of 0.1 utilizing the 'liblinear' solver. 

This configuration achieved a satisfactory equilibrium 

between performance and efficiency; however, the Logistic 

Regression model exhibited a recall of 0.59 in identifying the 

minority class, suggesting difficulties in recognizing true 

positives, particularly in the context of class imbalance. 

During the tuning process, Gradient Boosting 

demonstrated superior performance compared to other 

models, attaining the highest levels of accuracy, precision, 

recall, and F1-score. The efficacy of SVM and Logistic 

Regression was compromised by issues associated with class 

imbalance and dataset complexity. The optimization of 

hyperparameters markedly improved the performance of all 

models, particularly Gradient Boosting, which emerged as 

the most effective approach for predicting the educational 

trajectories of IT students in this research. 

There are limitations in the study. SDU University in 

Kazakhstan provided 692 anonymous student profiles for the 

study. This sample size is suitable for beginning analysis, 

however it may not represent IT students across universities 

or geographies. A more diversified sample may produce 

different conclusions and improve generalizability. The 

analysis includes academic achievement measures, 

personality traits, certificates, and extracurricular activities 

based on availability and relevance. This study did not 

account for socioeconomic background, peer influence, or 

market need for certain IT skills, which may have influenced 

educational track preferences. If the dataset has imbalanced 

classes (i.e., some educational tracks have more students than 

others), some classifiers may perform poorly. Model bias 

may exist.SDU University's conclusions may not apply to 

other schools or countries with different educational systems 

and cultures. Validating these findings in different 

circumstances requires more investigation. Predicting the 

majority class reduces minority class accuracy. 

IV. RESULTS AND DISCUSSION 

This section presents an analysis of the performance of 

various machine learning algorithms in predicting 

educational outcomes. The models were assessed through 

various metrics, including Accuracy, Precision, Recall, and 

F1-Score, to evaluate their effectiveness in addressing the 

complexities of educational data. This study examines the 

effects of data preprocessing techniques, including SMOTE, 

undersampling, and cost-sensitive learning, on model 

performance. We compare results from cross-validation and 

independent test sets to identify potential overfitting and 

discuss the implications of these findings within the context 

of educational prediction. This analysis delineates the 

strengths and weaknesses of the tested algorithms, with a 

specific focus on the superior performance of Gradient 

Boosting. 

Table II shows cross-validation performance of machine 

learning algorithms using four metrics: Accuracy, Precision, 

Recall, and F1-Score. Gradient Boosting surpassed all other 

algorithms in accuracy 99.10%, precision 99.22%, recall 

99.13%, and F1-Score 99.14%. These results support 

Gradient Boosting's well-established performance in 

complicated, high-dimensional datasets, where iteratively 

boosting weak learners can produce extremely accurate and 

robust models. Although Random Forest has performed well 

in educational data mining research, its accuracy was 

56.97%, with precision, recall, and F1-Score values of 

56.05%, 55.68%, and 53.20%. We found that Random Forest 

is a reliable model, however Gradient Boosting performed 

better in this circumstance. This disparity may be due to 
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dataset features like feature selection, data preparation, or 

task complexity. Random Forest is good at managing varied 

data types and vast datasets, although Gradient Boosting may 

catch subtle patterns better. K-NN outperformed SVM and 

Naive Bayes with 60.58% accuracy, 63.20% precision, 

57.96% recall, and 57.14% F1-Score. K-NN performed better 

than simpler models but not as well as Gradient Boosting. K-

NN performs well due to its simplicity and ability to 

categorize instances by data similarity. Its performance is still 

inferior to the more advanced Gradient Boosting model. The 

SVM and Naive Bayes models performed worst in all 

metrics. Precision, recall, and F1-Score were 23.27%, 

34.18%, and 23.76% for SVM, which had 37.26% accuracy. 

However, Naive Bayes had slightly lower accuracy 

(35.26%), precision (27.79%), recall (32.23%), and F1-Score 

(28.77%). Both models performed poorly compared to the 

other algorithms, suggesting they may not be suitable for this 

study's complicated educational data. SVM may struggle 

with noisy, non-linearly separable data and is kernel and 

hyperparameter sensitive. Naive Bayes presupposes 

conditional independence between features, which is rare in 

educational datasets, resulting in poor performance. To 

improve these models, hyperparameter tuning—such as 

adjusting kernel functions in SVM—or implementing 

ensemble techniques that combine weaker classifiers could 

enhance predictive accuracy. Exploring feature engineering 

techniques, such as dimensionality reduction and interaction 

terms, may also yield performance improvements.   

TABLE II. CROSS-VALIDATION PERFORMANCE OF MODELS 

Algorithm 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

Random Forest 56.97 56.05 55.68 53.20 

K-Nearest 

Neighbors 
60.58 63.20 57.96 57.14 

Support Vector 

Machine 
37.26 23.27 34.18 23.76 

Gradient 

Boosting 
99.10 99.22 99.13 99.14 

Naive Bayes 35.26 27.79 32.23 28.77 

 

The effectiveness of SMOTE was assessed by analyzing 

the model's performance prior to and following the 

application of the technique. Before the implementation of 

SMOTE, the Gradient Boosting model attained an accuracy 

of 93.20%, with a recall of 60% for the minority class and a 

precision of 65%. Following the implementation of SMOTE, 

the model's accuracy rose to 99.10%, with recall enhancing 

to 85% and precision decreasing to 62%. This indicates that 

while SMOTE improved the model's ability to recognize the 

minority class, it also resulted in an increase in false positives, 

thereby raising concerns regarding potential overfitting. 

Alternative approaches for addressing class imbalance, 

including the undersampling of the majority class, were also 

evaluated. Undersampling resulted in a 30% decrease in the 

training dataset size, yielding an accuracy of 88.15% for the 

Gradient Boosting model. The recall for the minority class 

increased to 75%, and precision improved to 71%. This 

method achieved class distribution balance; however, it 

resulted in the loss of valuable data, consequently 

diminishing overall accuracy and model robustness. 

A further approach, cost-sensitive learning, involved the 

assignment of increased penalties for misclassifications of the 

minority class. The Gradient Boosting model, when applied 

with cost-sensitive learning, achieved an accuracy of 97.62%, 

with recall enhanced to 81% and precision recorded at 67%. 

This method did not significantly alter the overall accuracy 

relative to SMOTE; however, it established a more stable 

balance between precision and recall without leading to 

overfitting. 

The analysis indicated that SMOTE achieved the optimal 

balance between enhancing recall for the minority class and 

preserving overall model performance. Nonetheless, the 

potential for overfitting is apparent when synthetic samples 

fail to accurately represent the distribution of real-world data. 

The cost-sensitive learning method emerged as a strong 

alternative, offering a more stable trade-off without 

significantly altering accuracy. Undersampling can 

effectively balance classes; however, it may lead to a 

reduction in predictive power and should be applied 

judiciously in models that necessitate substantial training 

data. 

Table III shows results of the models in independent test 

set. Gradient Boosting consistently surpasses alternative 

models, attaining the highest independent test accuracy of 

92.16%. However, this figure remains below its cross-

validation result of 99.10%, indicating a potential overfitting 

issue. 

K-Nearest Neighbors (KNN) exhibits consistent 

performance, achieving an accuracy of 55.57%, which aligns 

closely with its cross-validation outcomes. 

Random Forest exhibits lower performance relative to 

Gradient Boosting, achieving an accuracy of 52.55%, thus 

rendering it a suboptimal selection. 

Support Vector Machine (SVM) and Naïve Bayes exhibit 

suboptimal performance, aligning with the results of cross-

validation. 

TABLE III. INDEPENDENT TEST SET PERFORMANCE OF MODELS 

Algorithm 
Accuracy 

(%) 
Precision 

(%) 
Recall 

(%) 

F1-

Score 

(%) 

Random Forest 52.55 52.04 51.58 50.25 

K-Nearest 

Neighbors 
55.57 57.21 52.26 56.16 

Support Vector 

Machine 
33.21 21.37 30.48 21.66 

Gradient 

Boosting 
92.16 91.26 90.14 91.54 

Naive Bayes 37.24 29.19 31.63 25.82 

  

The logistic regression analysis indicated statistically 

significant associations (p < 0.05) among academic 

performance, extracurricular activities, and specialization 

preferences. The findings indicate that students exhibiting 

superior academic performance and increased extracurricular 

engagement were more inclined to choose specialized tracks 

that corresponded with their strengths. 

Fig. 4 shows the confusion matrix for the Gradient 

Boosting classifier, showing its superior class separation. 

High diagonal values suggest that the model has good 



Journal of Robotics and Control (JRC) ISSN: 2715-5072 432 

 

Bauyrzhan Berlikozha, Development of Method to Predict Career Choice of IT Students in Kazakhstan by Applying Machine 

Learning Methods 

classification accuracy with few misclassifications. The 

classifier's true positive, false positive, true negative, and 

false negative rates show it can identify positive and negative 

cases across the dataset. 

 

Fig. 4.  Confusion matrix of Gradient Boosting 

The confusion matrices of Random Forest, K-Nearest 

Neighbors, Support Vector Machine, and Naive Bayes are 

shown in Fig. 5. The Random Forest and K-Nearest 

Neighbors models perform well with balanced true positive 

and negative distributions, but the Support Vector Machine 

and Naive Bayes classifiers make more mistakes, especially 

false positives and negatives. These models may have trouble 

distinguishing classes, resulting in reduced accuracy and 

other metrics. 

 

Fig. 5.  Confusion matrix of the other models 

Fig. 6 presents the AUC (Area Under the Curve) scores 

for different machine learning models employed to predict 

the specialization preferences of IT students at SDU 

University, Kazakhstan. The evaluated models are Logistic 

Regression (0.92), Random Forest (0.93), K-Nearest 

Neighbors (0.88), Support Vector Machine (0.92), Gradient 

Boosting (0.93), and Naive Bayes (0.88). Gradient Boosting 

and Random Forest achieved the highest AUC scores of 0.93, 

reflecting their superior efficacy in predicting students' 

specialization preferences. KNN and Naive Bayes exhibited 

lower AUC scores of 0.88, indicating a less effective 

classification performance. The findings highlight the 

capacity of machine learning to enhance educational 

decision-making and offer tailored academic advising, 

thereby improving student outcomes. 

 

Fig. 6.  ROC curve of the models 

Fig. 7 shows the key factors that significantly affect a 

student's interest in particular IT specializations, including 

Database Administrator, Data Scientist, and Software 

Engineer. The primary features consist of "Grades in IT 

Subjects," which are associated with academic achievement 

and career preferences, and "Hackathons Attended," 

reflecting practical experience and interest in technology. 

The "Topmost Certification" emphasizes the influence of 

recognized qualifications on career aspirations, whereas 

"Personality Type" illustrates how characteristics such as 

introversion or extraversion can determine preferences for 

collaborative or independent positions. The "Preference for 

Role" specifically pertains to career aspirations, 

differentiating between management and technical 

trajectories. Furthermore, "Leadership Skills" and 

"Teamwork Ability" influence preferences for managerial 

and collaborative roles, respectively. "Self-Reliance" 

indicates a tendency towards autonomous labor. The 

horizontal bars in the plot represent the significance of each 

feature, with extended bars denoting a higher impact on 

predicting interest. 

 

Fig. 7.  Feature importances for predicting interest 

The findings indicate that machine learning models are 

capable of accurately predicting the specialization 

preferences of IT students at SDU University. Among the 
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evaluated models, Gradient Boosting and Random Forest 

attained the highest AUC scores of 0.93, indicating their 

superior performance in this context. K-Nearest Neighbors 

and Naive Bayes demonstrated AUC scores of 0.88, yet they 

provide significant insights into the predictive capabilities of 

different algorithms. The results indicate that academic 

performance and extracurricular activities significantly 

influence students' specialization preferences. The results 

highlight the capacity of machine learning to improve 

educational decision-making and offer tailored 

recommendations for academic advising, thereby assisting 

students in making more informed choices regarding their 

career pathways. 

This study evaluates machine learning techniques for 

educational prediction tasks in relation to prior studies. 

Gradient Boosting achieved a cross-validation accuracy of 

99.10% and an accuracy of 92.16% on the independent test 

set, which raises concerns of potential overfitting. To address 

this, further validation using techniques such as k-fold cross-

validation or testing on an independent dataset is necessary to 

ensure model generalization. The strong predictive power 

corresponds with previous research, illustrating its capacity 

to manage complex, high-dimensional datasets. The 

noticeable drop in accuracy between cross-validation and the 

independent test set further suggests overfitting, which 

should be explored through more comprehensive model 

validation procedures. 

Our study revealed that Random Forest, typically a robust 

model in educational prediction, exhibited comparatively 

lower accuracy. The accuracy of our Random Forest model 

was 56.97% during cross-validation and 52.55% on the test 

set, significantly lower than the accuracies of 94% and 

87.77% reported in the findings of Dirin and Saballe [51] and 

Ahmed et al. [52]. This discrepancy may stem from 

differences in dataset characteristics, feature selection, or 

preprocessing methods. A detailed comparison of these 

factors, particularly how dataset-specific preprocessing 

might have affected Random Forest’s performance, is 

warranted. Random Forest remains a viable method for 

educational predictions, but its performance is heavily 

dependent on dataset-specific factors, which must be 

carefully considered. 

Both Support Vector Machine (SVM) and Naïve Bayes 

exhibited suboptimal performance across all evaluated 

metrics. Despite the widespread application of SVM in 

educational classification tasks, its performance metrics 

(37.26% cross-validation, 33.21% test set) indicate 

difficulties in handling non-linearly separable data within our 

dataset. The poor performance suggests that SVM's 

assumptions may not hold in this case. Future studies should 

explore kernel methods for SVM or alternative algorithms 

better suited to educational data. Naïve Bayes' suboptimal 

performance (35.26% cross-validation, 37.24% test set) 

indicates that its assumption of feature independence is 

invalid for educational data, where features often exhibit 

correlation. This issue could be mitigated by exploring hybrid 

models or improving feature selection and preprocessing to 

better align with Naïve Bayes' assumptions. Future research 

should also consider tuning hyperparameters and using 

ensemble methods to improve the performance of these 

models. 

K-Nearest Neighbors (K-NN) did not surpass Gradient 

Boosting in performance, but it offered a more stable and 

interpretable option. K-NN achieved a cross-validation 

accuracy of 60.58% and a test set accuracy of 55.57%, 

outperforming both SVM and Naïve Bayes. While less 

accurate than Gradient Boosting, K-NN provides a more 

interpretable model and serves as a valuable baseline for 

educational predictions. Its sensitivity to high-dimensional 

data highlights the importance of feature selection and 

dimensionality reduction to optimize performance. 

Gradient Boosting proved to be the most effective model; 

however, its computational complexity and sensitivity to 

hyperparameters require careful management in practical 

applications. Furthermore, the dataset's characteristics, such 

as how features are engineered, preprocessed, and tuned, 

significantly impact model performance. Future research 

should explore deep learning methodologies and ensemble 

techniques to enhance predictive performance and address 

interpretability challenges. These findings contribute to the 

growing body of literature on machine learning in education, 

highlighting the need for careful model selection based on 

dataset characteristics to support personalized student 

guidance and academic decision-making. 

V. CONCLUSION 

This study evaluates the effectiveness of machine 

learning algorithms in forecasting the educational trajectories 

of IT students at SDU University, Kazakhstan. We conducted 

an analysis of 692 anonymized student profiles, incorporating 

academic performance indicators, personality traits, 

certifications, and extracurricular activities, to assist 

educational institutions in directing students toward 

appropriate specializations. 

The Gradient Boosting method exhibited superior 

performance, attaining a cross-validation accuracy of 99.10% 

and an accuracy of 92.16% on an independent test set. The 

observed accuracy decline, despite strong performance, 

underscores the necessity for enhanced generalization efforts. 

This indicates that although Gradient Boosting adeptly 

identifies intricate data relationships, the risk of overfitting 

requires careful management. In contrast, Random Forest and 

K-Nearest Neighbors yielded more balanced outcomes, 

establishing them as viable alternatives for practical 

application. In contrast, Naïve Bayes and Support Vector 

Machine demonstrated consistently inadequate performance, 

highlighting their limitations in addressing the complexities 

of the dataset. 

The logistic regression analysis confirmed the significant 

influence of academic performance and extracurricular 

activities on specialization choices (p < 0.05). The findings 

highlight the capacity of machine learning to improve 

personalized academic advising and career guidance. 

Integrating predictive models enables educational institutions 

to provide data-driven recommendations that align with 

students' strengths and interests. However, the adoption of 

these models in educational settings comes with challenges, 

including data privacy concerns, model interpretability, and 
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the need for fairness in algorithmic decision-making. 

Addressing these issues is crucial for ensuring ethical and 

effective implementation. 

Future research should expand the dataset to encompass 

students from various universities and disciplines to enhance 

the generalizability of the findings. Furthermore, it is 

essential to tackle practical challenges including data privacy, 

model interpretability, and fairness to facilitate real-world 

adoption. Investigating advanced deep learning techniques 

could improve predictive performance by revealing complex 

patterns that traditional models may miss.  
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