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Abstract—Robust control of robotic systems critically 

depends on the stability-preserving capabilities of model order 

reduction (MOR) techniques. However, selecting an optimal 

MOR method for rigid robot manipulators remains challenging 

due to trade-offs between model fidelity, stability preservation, 

and computational efficiency. The research contribution of this 

study is to systematically compare three MOR methods—

Balanced Truncation (BT), Positive-Real Balanced Truncation 

(PRBT), and Modal Truncation (MT)—applied to a 4-degree-

of-freedom (4-DOF) robotic arm modeled as a linear time-

invariant (LTI) system. We evaluated the methods based on 

error metrics, including H-infinity norm differences, and 

analyzed their time-domain and frequency-domain responses 

under standard test conditions. Our results demonstrate that 

BT provides superior reduction quality by maintaining stability 

and achieving an accurate dynamic response. PRBT, while 

exhibiting higher error than BT, effectively preserves both 

stability and passivity, making it advantageous for applications 

where passivity is essential, such as in mechanical and electrical 

circuits. In contrast, MT shows significant performance 

limitations with large errors and inconsistent responses, 

rendering it unsuitable for precision control applications. In 

conclusion, this study offers valuable insights into the trade-offs 

among MOR techniques and highlights practical implications 

for industrial automation. Future work will focus on expanding 

the analysis to a broader range of robotic systems and varying 

operational conditions. 

Keywords—Rigid Robot Manipulator; Model Order 

Reduction; Balanced Truncation; Modal Truncation; Positive-

Real Balanced Truncation; Stability Preservation. 

I. INTRODUCTION 

Rigid robot manipulators are integral components in 

modern automation, performing essential tasks such as 

moving, positioning, and assembling objects [1]-[10]. These 

systems, composed of rigid links arranged in serial or 

branched configurations with rotational or translational 

joints, are widely deployed in industrial and research settings 

for their precision and efficiency [11]-[68]. However, the 

inherent complexity of their kinematics—characterized by 

high-dimensional state-space dynamics and tightly coupled 

relationships among numerous state variables—presents 

significant challenges in modeling, simulation, and controller 

design. In particular, maintaining system stability under these 

conditions is critical for ensuring reliable performance and 

precise control. 

To overcome these challenges, Model Order Reduction 

(MOR) techniques have been developed to simplify complex 

models while preserving essential dynamic properties [69]-

[73]. By reducing computational complexity, MOR 

facilitates faster simulations and more efficient system 

testing, evaluation, prediction, and fault detection. Despite 

significant progress, current MOR methods still face 

challenges in balancing accuracy, computational efficiency, 

and the preservation of key physical properties such as 

stability and passivity. 

Several MOR algorithms have been applied in this 

context. The Modal Truncation (MT) method reduces model 

order by eliminating modes that have minimal impact on 

system dynamics while retaining those critical for stability 

[74]-[76]. Balanced Truncation (BT), as introduced in 

Moore’s study, effectively reduces large-scale linear systems 

by achieving a favorable balance between accuracy and 

computational efficiency in applications like mechatronic 

systems and robotic kinematic simulations [77]-[79]. 

Positive-Real Balanced Truncation (PRBT) extends the BT 

approach to additionally preserve the positive-real property 

of the system, which is essential in passive systems such as 

electrical circuits and mechanical structures [80]-[82]. 

Although these techniques have been successfully applied 

across various fields, a systematic comparative analysis of 

their performance in the context of rigid robot manipulators 

is lacking. Specifically, there is a need to clearly define the 

evaluation criteria—such as error metrics, stability 

preservation, and computational efficiency—and to elucidate 

the trade-offs inherent to each method. 

The research contribution of this paper is to provide a 

comprehensive comparison of BT, MT, and PRBT when 

applied to a rigid robot manipulator model [83]. This study 

not only streamlines the discussion of MOR techniques by 

focusing on their distinctive features and relevance to robotic 

control but also explicitly outlines the evaluation 

methodology and performance criteria. The insights gained 

will aid researchers and engineers in selecting the most 
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appropriate MOR algorithm to optimize both model fidelity 

and computational efficiency in high-dimensional robotic 

systems. 

II. METHODS 

All three MOR algorithms—Balanced Truncation (BT), 

Positive-Real Balanced Truncation (PRBT), and Modal 

Truncation (MT)—begin with a common initial phase: 

Initialization and System Stability Check: 

a) Start: Initialize the system by providing the state-

space model or transfer function. 

b) Stability Check: Verify if the system is stable. If the 

system is unstable, the respective algorithm terminates, as it 

requires a stable system for valid reduction. 

Each algorithm involves computational steps such as 

solving matrix equations (Lyapunov or Riccati equations), 

performing matrix decompositions (Cholesky, SVD, or 

eigenvalue decomposition), and applying transformations. 

The computational complexity varies: 

a) BT and PRBT: Require solving Lyapunov or 

positive-real Riccati equations and performing SVD, which 

can be computationally intensive for high-dimensional 

systems. 

b) MT: Involves eigenvalue decomposition, which 

might be less demanding but may sacrifice some accuracy in 

capturing dynamic behavior. 

Selection of Reduced Order (r): For all algorithms, the 

reduced order r is determined by analyzing the singular 

values (or positive-real singular values) of the system. A 

common practice is to select r such that the cumulative energy 

(sum of singular values) reaches a threshold (e.g., 95% of the 

total energy) or by discarding states with singular values 

below a predefined threshold. This criterion ensures a balance 

between model accuracy, input-output response 

approximation, and computational simplicity. 

These three algorithms are chosen because they offer 

complementary advantages: BT provides an excellent 

balance between accuracy and efficiency; PRBT is 

particularly suitable for passive systems requiring the 

preservation of the positive-real property; and MT, while 

simpler, offers a direct approach by focusing on dominant 

dynamic modes. This selection aligns with the study’s goal to 

comprehensively evaluate model reduction techniques in the 

context of high-dimensional robotic systems. 

A. Balanced Truncation (BT) Algorithm 

Balanced Truncation (BT) is based on balancing the input 

control energy and output observation energy through a non-

singular transformation matrix, followed by the removal of 

states corresponding to small Hankel singular values, which 

have low energy and minimal influence on the system's 

dynamic behavior. The steps of the BT algorithm are 

illustrated in Fig. 1 and are described as follows [77]-[79]: 

a) Start: Initialize the system. Provide the state-space 

model, including the system’s matrices or transfer function. 

b) System Stability Check: If the system is unstable, 

the BT algorithm cannot be applied directly, and the process 

terminates. If the system is stable: 

− Compute the controllability Gramian 𝑊𝑐 and 

observability Gramian 𝑊𝑜 by solving the Lyapunov 

equations (1) and (2): 

𝑨𝑾𝑐 + 𝑾𝑐𝑨𝑇 = −𝑩𝑩𝑇 (1) 

𝑨𝑇𝑾𝑜 + 𝑾𝑜𝑨 = −𝑪𝑇𝑪 (2) 

− Perform Cholesky decomposition on the Gramians: 𝑾𝑐

 =  𝑲𝑲𝑇 and 𝑾𝑐  =  𝑱𝑱𝑇. 

 

Fig. 1. Flowchart of the BT model reduction algorithm 
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− Conduct Singular Value Decomposition (SVD) of 𝑱𝑇𝑲 to 

determine the Hankel singular values. 

− Select the desired reduced order 𝑟: Based on the singular 

values, determine the reduced order that ensures a balance 

between error accuracy, input-output response 

approximation, and model simplicity. 

− Compute the transformation matrices 𝑻 to transform the 

system into the balanced Gramian state-space form. 

− Apply the transformation to obtain the reduced-order 

state-space matrices by eliminating states corresponding 

to the small Hankel singular values for the desired 

reduced order. 

− End: Complete the model reduction process using the BT 

algorithm. 

B. Positive-Real Balanced Truncation (PRBT) Algorithm 

The PRBT algorithm is a model reduction technique 

specifically designed for stable and passive systems, aiming 

to preserve the positive-real property while reducing system 

complexity. PRBT operates by balancing the energy between 

the system's controllability and observability, then 

eliminating less significant states based on Positive Real 

Singular Values (PRSVs). The steps of the PRBT algorithm 

are illustrated in the flowchart in Fig. 2 and are described as 

follows [77]-[79]: 

a) Start: Initialize the system. Provide the system 

matrices or transfer function. 

b) System Stability Check: If the system is unstable, 

the PRBT algorithm cannot be applied directly, and the 

process terminates. If the system is stable: 

− Compute the controllability Gramian 𝑅𝑐 and observability 

Gramian 𝑅𝑜 by solving the positive-real Riccati equations 

(3) and (4): 

 𝑨𝑇𝑹𝑐 + 𝑹𝑐𝑨 + (𝑹𝑐𝑩 − 𝑪𝑇)(𝑫 + 𝑫𝑇)−1(𝑩𝑇𝑹𝑐

− 𝑪) = 𝟎 
(3) 

 𝑨𝑹𝑜 + 𝑹𝑜𝑨𝑇 + (𝑹𝑜𝑪𝑇 − 𝑩)(𝑫 + 𝑫𝑇)−1(𝑪𝑹𝑜

− 𝑩𝑇) = 𝟎 
(4) 

− Perform Cholesky decomposition on the Gramians: 𝑹𝑐  =
 𝑹𝑹𝑇 and 𝑹𝑜 =  𝑺𝑺𝑇. 

− Conduct SVD of 𝑺𝑇𝑹 to determine the positive-real 

Hankel singular values. 

− Select the desired reduced order 𝑟: Based on the positive-

real singular values, determine the reduced order to 

balance error accuracy, input-output response 

approximation, and model simplicity. 

− Compute the transformation matrices 𝑻𝑧 and 𝑻𝑧
−1 to 

transform the system into the positive-real balanced 

Gramian state-space form. 

− Apply the transformation to obtain the reduced-order 

state-space matrices by eliminating states corresponding 

to small positive-real Hankel singular values for the 

desired reduced order. 

− End: Complete the model reduction process using the 

PRBT algorithm. 

 

Fig. 2. Flowchart of the PRBT model reduction algorithm 
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C. Modal Truncation (MT) Algorithm 

Modal Truncation (MT) is a model reduction method 

based on retaining the system's most significant modes 

(eigenvalues). The steps of the MT algorithm are illustrated 

in the flowchart in Fig. 3 and are described as follows [74]-

[76]: 

 

 

Fig. 3. Flowchart of the MT model reduction algorithm 

a) Step 1. Start: Initialize the system. Provide the system 

matrices or transfer function. 

b) Step 2. System Stability Check: If the system is unstable, 

the MT algorithm cannot be applied directly, and the 

process terminates. If the system is stable: 

− Diagoalize the state matrix A, calculate its eigenvalues 

and eigenvectors, representing the system's modes. 

− Sort the eigenvalues by magnitude and identify the most 

significant modes, which contribute the most to the 

system’s dynamics. 

− Determine the number of significant modes 𝑟𝑟 to retain, 

ensuring a balance between accuracy and model 

simplicity. 

− Reconstruct the reduced-order state-space model matrices 

based on the eigenvectors corresponding to the retained 

modes. 

− End: Complete the process with a lower-order model that 

preserves the original eigenvalues and system stability. 

III. RESULTS AND DISCUSSION 

Consider the dynamic model of a Rigid Robot 

Manipulator as described in [83]. This model is commonly 

used for analyzing and controlling robotic arms in industrial 

applications, aiming to optimize motion while ensuring high 

accuracy and stability. It is designed for performing rotational 

and translational movements in space, serving tasks such as 

picking, transporting, or assembling in industrial 

environments. 

The robotic arm has 4 degrees of freedom (4 DOF), 

corresponding to 4 independently controlled rotary joints. 

The system exhibits stability, controllability, observability, 

and passivity. The dynamic model of the Rigid Robot 

Manipulator is expressed in the form of linear time-invariant 

(LTI) state-space differential equations as shown in (5): 

�̇�(𝑡) = 𝑨𝒙(𝑡) + 𝑩𝒖(𝑡) 
𝒚(𝑡) = 𝑪𝒙(𝑡) 

(5) 

where: 

a) State vectors: The state variables include the 

positions (angles) and angular velocities of the rotary joints: 

𝒙𝑇(𝑡) = [𝑞 �̇�], where 𝑞 ∈ ℝ4 is the vector of joint angles, 

and �̇� ∈ ℝ4 is the vector of angular velocities; 𝒖(𝑡): Input 

(control torques at the joints); 𝒚(𝑡): Output (measured 

signals). 

b) System matrices A, B, C: 

a) The state matrix A describes the system's overall 

dynamics, linking positions, velocities, and accelerations 

with applied forces. It reflects the relationships between 

equilibrium of positions and velocities and the effects of 

inertial mass and damping forces 𝑨 = [
𝟎 𝑴−1

−𝑰4 −𝑭𝑴−1], 

where 𝑰4 is a 4×4 identity matrix; the inertial matrix 𝑴 =
1

2
𝑰4 

represents the relationship between joint accelerations and 

torques, and being diagonal assumes inertial independence 

between joints. The damping matrix 𝑭 =
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[

2 −1 0 0
−1 4 −2 0
0 −2 4 −1
0 0 −1 2

] models the resistance forces due to 

joint friction. Its symmetric positive-definite property ensures 

energy dissipation, reflecting the system's sustainability. 

b) The input matrix 𝑩𝑇 =
[0 0 0 0 1 0 0 0] determines how input torques 

affect the joints. In this case, forces act specifically on 

individual joints. 

c) The output matrix 𝑪 = 𝑩𝑇 ⋅ [
𝑰 𝟎
𝟎 𝑴−1] relates the 

system states (angles, velocities) to the measured signals or 

desired outputs. 

The order of this robotic arm model (n = 8) is reduced to 

lower orders using the BT, PRBT, and MT algorithms. The 

deviations between the original system and reduced-order 

systems of order 𝑟 (with 𝑟 ranging from 1 to 𝑛−1) in terms of 

the 𝐻∞-norm are summarized in Table I, with error plots 

shown in Fig. 4. 

TABLE I.  ERRORS BETWEEN THE ORIGINAL AND REDUCED-ORDER 

SYSTEMS USING BT, PRBT, MT 

Order Err of BT Err of PRBT Err of MT 

1 0.6060606060606 0.6044493035126 0.7309146392584 

2 0.0218653259230 0.0951432964074 0.7309146392584 

3 0.0218647940185 0.0951359605571 0.7309146392584 

4 0.0010159300171 0.0072259695212 0.7309146392584 

5 0.0009638489032 0.0072259477188 0.7309146392584 

6 0.0000520811139 0.0004616388483 0.7309146392584 

7 0.0000520811139 0.0004616364865 0.7309146392584 

 

 

Fig. 4. H∞-norm errors for orders rr using BT, PRBT, and MT 

From Table I and Fig. 4, the following observations can 

be made: 

a) BT consistently achieves the smallest error, with 

PRBT slightly higher. In contrast, MT maintains a high error 

level (approximately 0.73) regardless of 𝑟, indicating that its 

methodology does not capture the system’s coupled 

dynamics adequately. 

b) The error using BT (red curve) is consistently the 

smallest, followed by PRBT (green curve), with MT (blue 

curve) exhibiting the largest deviation. 

c) Across all reduced orders, MT shows negligible 

change in error, indicating poor reduction quality and 

unsuitability for this robot model. 

d) BT and PRBT exhibit similar errors for orders 𝑟 = 2 

and 𝑟 = 3, 𝑟 = 4 and 𝑟 = 5, 𝑟 = 6 and 𝑟 = 7. 

To evaluate the input-output responses of the reduced-

order systems compared to the original system in both time 

and frequency domains, the model is reduced to order 𝑟 = 2. 

The Bode and impulse response plots for the reduced systems 

using BT, PRBT, and MT are shown in Fig. 5 and Fig. 6. 

From the frequency response in Fig. 5: 

a) The reduced-order system using BT (red curve) 

matches the original system in both phase and magnitude 

across all frequencies. 

b) PRBT (green curve) shows approximate alignment 

with the original system, while MT (blue curve) deviates 

significantly. 

c) A reduced-order model of 𝑟 = 3 using BT or PRBT 

can effectively replace the original 𝑛 = 8 model in frequency-

domain applications, reducing complexity. 

 

Fig. 5. Bode plots for the original and reduced-order systems using BT, 

PRBT, MT 

 

Fig. 6. Impulse responses for original and reduced-order systems using BT, 

PRBT, and MT 
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Fig. 6. Impulse responses for original and reduced-order 

systems using BT, PRBT, and MT. 

From the time-domain responses in Fig. 6: 

a) The 𝑟 = 2 reduced system using BT (red curve) 

aligns closely with the original system, followed by PRBT 

(green curve). 

b) From 0 to 5 seconds, MT deviates from the original 

system, but after 5 seconds, it approximates the original 

response. 

c) A reduced-order model of 𝑟 = 2 using BT or PRBT 

can effectively replace the original 𝑛 = 8 model in time-

domain applications, enhancing processing speed. 

1) Some discussion: 

The 𝐻∞-norm error between the full-order model 𝐺(𝑠) 

and the reduced-order model 𝐺𝑟(𝑠) is defined as shown in (6): 

‖𝐺(𝑠) − 𝐺𝑟(𝑠)‖∞ = 𝑠𝑢𝑝
𝜔∈ℝ

𝜎max(𝐺(𝑗𝜔) − 𝐺𝑟(𝑗𝜔)) (6) 

where 𝜎𝑚𝑎𝑥(⋅) is the maximum singular value. This 

metric measures the worst-case gain of the error system 

across all frequencies. 

A low 𝐻∞ error means that, even under worst-case 

conditions (i.e., at the frequency where the error is 

maximized), the discrepancy between the full and reduced 

models is minimal. This is crucial in robust control where 

safety and performance margins must be preserved. For 

applications such as robotic manipulators, ensuring a small 

𝐻∞-norm error implies that the essential dynamic behaviors 

(e.g., stability margins and resonance peaks) are well 

maintained in the reduced model, thereby ensuring reliable 

control performance in practical, real-world settings. 

The impulse response reflects the system's time-domain 

reaction to a Dirac delta input. Key characteristics include 

rise time, overshoot, settling time, and damping behavior. An 

impulse response that closely matches the full-order system 

indicates that the transient behavior—how the system reacts 

immediately to a disturbance—is accurately captured. For 

example, similar overshoot and settling times suggest that the 

reduced model will behave similarly to the full model when 

subjected to sudden changes. In real-time control, transient 

response characteristics determine how quickly and 

accurately a system can respond to disturbances. A reduced 

model with a well-preserved impulse response ensures that 

the controller designed using this model will perform reliably 

during rapid dynamic changes. 

Bode plots graph the magnitude and phase of a system's 

frequency response. They are instrumental in evaluating 

stability margins, gain crossover frequency, and phase 

crossover frequency. f the Bode plot of the reduced model 

closely replicates that of the full model, then the stability 

margins (gain margin, phase margin) are preserved. This is 

critical for ensuring that the control system remains robust to 

variations and external disturbances. Maintaining similar 

frequency responses ensures that the reduced model captures 

the essential dynamics over the frequency range of interest. 

Deviations in critical frequency bands might lead to 

performance degradation (e.g., reduced tracking accuracy or 

increased sensitivity to noise) when the model is used for 

control design 

Considering the overall requirements for model order 

reduction based on three main criteria—reduction error, 

preservation of the original system’s physical properties, and 

computational cost—we can summarize the findings as 

follows: 

a) Reduction Quality: Among the three algorithms 

(BT, PRBT, and MT), the BT algorithm yields the highest 

reduction quality. It produces the smallest reduction error and 

generates time- and frequency-domain responses that most 

accurately replicate those of the original system. PRBT 

follows closely, while MT shows the largest deviation. 

b) Computational Cost: The MT algorithm exhibits the 

lowest computational complexity because it primarily relies 

on eigenvalue decomposition (matrix diagonalization). In 

contrast, the BT method requires solving two Lyapunov 

equations, performing Cholesky decomposition, and 

executing singular value decomposition (SVD). The PRBT 

algorithm is computationally the most demanding, as it 

involves solving two Riccati equations along with Cholesky 

decomposition and SVD. 

c) Preservation of System Properties: With respect to 

retaining the inherent properties of the original system, PRBT 

is superior, particularly in maintaining stability and passivity. 

This is followed by BT and then MT. 

d) Retention of Key System Features: In terms of 

safeguarding critical system characteristics, PRBT preserves 

the positive-real singular values, BT retains the Hankel 

singular values, and MT maintains the eigenvalues (poles) of 

the original system. 

Criteria for Choosing Reduction Error: 

a) The selection of the acceptable reduction error may be 

guided by several factors: 

b) The user-specified target reduced order. 

c) The magnitude of the reduction error. 

d) The level of approximation required in the time-domain 

and/or frequency-domain responses. 

e) The necessity to preserve certain properties of the original 

system in the reduced model. 

Based on these considerations, simulation results, and 

performance evaluations of the BT, PRBT, and MT 

algorithms, the choice of a model reduction method should 

be tailored to the specific application requirements, scope, 

and target objectives. 

IV. CONCLUSION 

This study presents a comprehensive analysis and 

comparison of three Model Order Reduction (MOR) 

techniques—Balanced Truncation (BT), Positive‑Real 

Balanced Truncation (PRBT), and Modal Truncation (MT)—

applied to a rigid‑link robotic arm model. The results indicate 

that the BT algorithm delivers the best overall performance 

by achieving the lowest reduction error and closely 
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replicating the time‑domain impulse response and 

frequency‑domain characteristics of the original system. 

PRBT, although exhibiting slightly higher errors, excels in 

preserving both stability and passivity, which is crucial for 

physical systems where energy dissipation is critical. In 

contrast, MT underperforms because its reliance on 

eigenvalue preservation alone fails to capture the intricate 

coupled dynamics of the robotic arm. 

It is important to note that our analysis is based on a linear 

time‑invariant (LTI) model under specific idealized 

conditions, such as a diagonal inertia matrix and symmetric 

damping. These assumptions may limit the generalizability of 

the findings to more complex or nonlinear systems. Future 

research should address these limitations by extending the 

investigation to nonlinear or time‑varying models and by 

exploring enhanced reduction techniques that further 

minimize error while preserving key system properties. 

Additionally, practical implementations in real‑world 

industrial applications should be validated through 

experiments that evaluate computational savings and 

performance improvements in real‑time control scenarios. 

The theoretical contributions of this work lie in the 

establishment of quantitative performance metrics and 

guidelines for selecting an appropriate MOR algorithm based 

on reduction error, preservation of physical properties, and 

computational cost. By providing a detailed comparison of 

BT, PRBT, and MT, this study contributes new insights into 

the trade‑offs inherent in model reduction and lays the 

groundwork for future advancements in high‑performance 

robotic system design and industrial automation. 
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