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Abstract—Cloud computing offers on-demand, scalable, and
cost-effective deployment models but also struggles with sophisti-
cated and rapidly-evolving cybersecurity threats. Static, rule-based
approaches to data moved by traditional Cloud Access Security
Brokers (CASBs) are seldom able to detect these threats. In this
work, we introduce Adaptive CASB a new framework built on a
new hybrid deep learning architecture combining Convolutional
Neural Networks (CNNs) and Recurrent Neural Networks (RNNs).
CNNs learn spatial features in network traffic and RNNs find
temporal dependencies, leading to robust static and dynamic threat
detection. The system combines behavior-based anomaly detection
with real-time threat intelligence applied to the Internet, providing
adaptability to new attacks such as zero-day attacks. Experiments
on benchmark datasets (e.g. NSL-KDD, UNSW-NB15) prove that
our model outperforms the others with accuracy of 95%, precision
of 92% and recall of 94 %, which is significantly better than CASBs
based on traditional techniques and machine learning models.
Moreover, the automated threat response capabilities of the system
send alerts and implement containment measures that mitigate
threats in real-time. Such an Adaptive CASB framework signifies a
scalable and cost-effective response to contemporary cloud security
challenges, whilst also paving the way for future advancements,
such as XAI integration and edge-computing optimization.

Keywords—Behavior-Based Anomaly Detection; Adaptive CASB;
CNNs; RNNs; Cloud Security; Real-Time Mitigation

I. INTRODUCTION

Cloud computing has refreshed the IT infrastructure in a pro-
found way, with scalable, flexible and cost-effective solutions
now on offer for business and organization world wide [1]—
[4]. But still these benefits come with accompanying security
challenges: Cloud environment is both shared and dynamic.
As a result, maintaining secure access to cloud resources
becomes increasingly hard, while the threat of cyber break-
ins is omnipresent [5]-[7]. Cyber threats such as unauthorized
access, data breaches, and advanced persistent threats (APTSs)
have been getting more poisonous with the passage of time.
This makes it increasingly difficult to defend valuable data and
keep safe access to cloud resources [8]-[11].

Among them,cloud access security brokers (CASBs)—an im-
portant traditional security solution—also plays an essential role
in the secure management and control of cloud activity [12],
[13]. However, products just like this are based on static, rule
driven frameworks. They tend to work off predefined polices
and signatures. Such an approach is not at all satisfactory for
dealing with current-day cyber threats—Ilet alone future ones.
It is completely ineffective when faced with zero day attacks
or even behaviors TCB for short) [14], [15]. As cyber-attacks
become more complex, traditional CASBs can’t handle the
multiple-variable spatial and temporal patterns of threats and
often fail to resist new threats in time [16], [17].

Recent advances in machine learning and deep learning have
shown promise in overcoming these limitations by enabling
more dynamic threat detection and mitigation. Deep learning
models, with their ability to identify complex patterns in large
datasets, can enhance CASBs by improving detection accuracy
and adaptability [18], [19]. However, existing research on deep
learning-driven cloud security solutions is often limited in scope
[20], [21]. Most studies focus on either static spatial feature
detection (e.g., patterns of anomalous traffic) or temporal se-
quence analysis (e.g., attack progression over time) but fail to
integrate both dimensions effectively [22]-[24].

To fill this hole in research this paper proposes an Adaptive
Cloud Access Security Provider based on Brokers that is a
hybrid deep learning structure. The model uses Convolutional
Neural Networks (CNNs) to do spatial feature extraction, and
pairs them with Recurrent Neural Networks (RNNs) to model
temporal sequences. By combining these models, it can detect
both static and evolving threats with precision. Moreover, RNNs
can look back at past material whilst still receiving information
from an entirely off site place through its connections with other
kinds of models- giving the overall system adaptive capabilities
unmatched by any single part on its own. This brings the
framework to the detection of both static and evolving threats
at an accuracy rate excelling 80 percent. In addition, the
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framework integrates behavior-based anomaly detection, and
uses real-time threat intelligence sharing technology to improve
its capability for adaptation to new and emerging attack vectors.
These are the key contributions of this paper:

o Combining CNNs with RNNs is a hybrid style which captures
both the structure of the threats in space and time.

o Behavior-based anomaly detection and external threat intel-
ligence feeds are used to build a coping mechanism for real-
time threats within the framework. This idea of real-time
threat adaptation is obviously beneficial after zero-day attacks
have been carried out.

o Experiments: In comparison with the traditional CASBs our
scheme outperforms them considerably both in terms of
accuracy precision recall and false positive rates. This is Look
and Learn for labyrinth spaces!

o Automated Responses in Real-Time: The proposed system
could automatically respond to attacks by blocking malicious
activities or reminding the system administrator, thus mini-
mizing damage and raising levels of security management for
all users.

The rest of this paper is organized as follows. Some re-
lated work is reviewed in Section II. Section III provides the
background of this paper. Section IV shows methodology in
the cloud environment. Section V proposes a deep learning-
based threat detection framework. Section VI evaluates and
compares the performance metrics for proposed adaptive CASB
and traditional in the cloud environment. Finally, the conclusion
of this paper is provided in Section VIII.

II. RELATED WORK

Some researches such as [25]-[31] have been proposed
framework based on wireless environment in computer science
to secure general system. Meanwhile. Some researches such
as [32]-[35] have been proposed framework based on cloud
computing to secure general system. Additionally, some re-
searchers [36]-[40] have used deep learning to detect security
attacks. While, recent developments in threat detection and
cloud security show that machine learning and deep learning
techniques have the potential to enhance CASB systems. Here,
we summarize over some studies relevant to this topic and
identify the research gap this paper aims to fill.

Li et al. [41] Investigated hybrid deep learning architectures
for evolving threat detection demonstrating CNN based feature
extractors and RNN based temporal analysers. They showed
increased accuracy but did not have behavior-based anomaly
detection. Zhang et al. [42] created cloud-based automatic
models for fraud detection using distributed deep forest models.
But their approach was not designed to use real-time threat
intelligence feeds. IoT Threat Detection After reviewing po-
tential contributions to the research area, the following works
stand out: Miglani and Kumar [43]: Integration of blockchain
with machine learning for threat detection of IoT devices, the

results were promising but the methodology was not applicable
to the cloud security landscape. Guo et al. [44] proposed fusion
of machine learning based fraud detection system coupled with
adaptive risk management. Their work was based on anomaly
detection but did not use hybrid architectures. Bin Sulaiman et
al. [45] photocopied reader model strategies for recognition of
plastic card fraud, stressing the importance of flexible methods
in changing conditions. Chang et al. [46] addressed credit risk
by using machine learning to detect, but focused mainly on
financial systems and did not extend to real-time mitigation for
threats in the cloud. Sadgali et al. [47] developed an Adaptive
model for Fraud Detectection with low context switch latancy.
However, in the model hybrid CNN-RNN architectures were
not used. Wei et al. [48] proposed transformer-based predictive
models in the financial risk domain where adaptability was
impressive, yet CASB frameworks were not targeted in accor-
dance with the specified application. Gao et al. [49] merged ML
and data mining in finance risk prevention, suggests scalability,
but ignores cloud-specific challenges She et al. [50] COVID-19
Cough Detection Using Image Segmentation and Deep Learn-
ing The hybrid model of the platform has nothing to do with
cloud security but inspired adaptive architectures. Benhamou
et al. [51] explored crisis pattern detection via reinforcement
learning, which proves to be exciting for adjusting models in
fluctuating environments.

Although there are existing studies investigating deep learn-
ing in threat detection, they do not have: Hybrid structure:
Most existing systems fail to provide a comprehensive de-
sign of CNNs and RNNs to detect threats in the spatial-
temporal dimension. Behavior-based anomaly detection: Very
few models cope dynamically with behavior of user and system
in cloud environments. Work on integrating external threat
intelligence feeds: Lacking heavy interaction with external data
sources for real-time adaptation around these systems. Real-
time mitigative mechanisms: Usually, the current frameworks
focus on detection rather than fast response mechanisms.

To supplement these deficiencies, this paper presents an
Adaptive CASB framework comprising of hybrid CNN-RNN
architecture for extracting features, behavior-based anomaly
detection, multi-source threat intelligence data integration and
real-time mitigation action. Thus, solving these drawbacks of
traditional CASB systems and enhancing both the efficacy and
effectiveness of cloud security solutions through the aforemen-
tioned contributions.

III. BACKGROUND
A. Deep Learning Algorithms

1) Algorithm 1: Convolution Neural Network (CNN): CNNs
have selected because they have unique ability to find patterns
in structured data, such like measured relationships in the log
entries being formatted to matrices [52], [53]. We comprise the
following model architecture:
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« Input Layer: Log data encoded into feature matrices

o Convolutional Layers: Capture hierarchical (eg, patterns of
suspicious activity, common anomalies) features.

« Pooling Layers: These are responsible for reducing the spatial
dimensions while retaining important features, hence reduc-
ing computation.

« Fully Connected Layers: Combine the extracted features into
the final classification (benign/malicious).

CNNs are especially good at recognizing patterns like repeated
unauthorized requests made from the same IP address or sudden
surges in network activity.

2) Algorithm 2 : Recurrent Neural Network (RNN): The
integration of RNNs in this task stems from their aptitude in
processing sequential data [54]-[57]. Due to log data being
sequential in nature (e.g., timestamps, order of events), RNNs
can be employed to monitor how threats change over time.

An input layer that mirrors sequences of log entries.

o Recurrent Cells: LSTM or GRU cells can be used to extract
temporal dependencies and long-term patterns.

o At each time step, the output layer outputs a series of
probabilities for the class of the output, i.e. if the sequence
is benign or malicious.

« RNNs work well for slow-moving threats, such as data
exfiltration over time or an attacker maintaining access to
the network over an extended period.

3) Benefits of the Hybrid Model:

o Augmented Conceptual Representation:

— The CNN, for example, captures spatial correlations for
the network traffic metric anomalies.

— The RNN detects persistent dependencies like trans-
forming attack patterns.

« Scalability and Flexibility:

— A modular design enables you to adapt to different log
data and threat scenarios.

— Adding additional layers to the existing model or other
modules can improve its detection accuracy.

o Better Detection Performance: Using combined approach
leads to higher precision, recall and F1 scores than other
approaches, which indicates that it reduces both false
positive and false negative instances.

B. Detecting and Mitigating Threats with Deep Learning Mod-
els

1) Detection Workflow:

o Input — The hybrid deep learning model takes the pre-
processed log data as input

« Analysis by CNN: Identifies anomalous patterns in spatial
data, including large volumes of unauthorized traffic

o RNN-based: Detects events over time, such as multiple
failed login attempts.

« Fusion and Classification: The fused output from CNN and
RNN modules is used to classify the activity as benign or
malicious.

C. Mitigation Workflow

In the event of confirmed malicious activities, the CASB
automatically enforces mitigation actions:

« Firewalls: Creating dynamic rules
o Terminate session or lock down user account.
o And alert security teams for further investigation.

D. Major Features of the Adaptive CASB

o Network Traffic Analysis in Realtime: The CASB analyzes
all of the traffic that comes in and out for anomalies.
Suspicious traffic is marked, and immediate mitigation
actions are taken to help prevent additional damage [58]—
[60].

« Anomaly Detection Based on Behavior: The baseline user
and system behaviors are learned, which helps identify de-
viations of actual behaviors from trained ones by the deep
learning model [61], [62]. For example, an experienced
user who typically only downloads small datasets and then
uploads modifications suddenly downloads a huge dataset;
this is flagged.

o Integrating Threat Intelligence: The CASB also leverages
current threat intelligence feeds, to identify known threat
signatures [63]-[65]. Such is built into the system at the
outset and designed in a way to mix with even emerging
threats as well and adapt to combat them [66]-[69].

E. Benefits of the Proposed Model

« Enhanced Threat Detection: Spatial and temporal data are
better analysed together for more threat detection.

« Adaptability: Adapting to new patterns as they emerge.

« Efficiency: Response time is minimized and damage is
limited by automating mitigation actions

IV. METHODOLOGY
A. Overview

The existence of various deep learning techniques allows
you to provide better memory and better knowledge about the
evolution of threats in the cloud environment. — The solution
uses CNNs & RNNs for more robust and efficient threat
detection, taking advantage of CNN’s ability to perform on
structured data and RNN’s ability to act on sequential data. This
system is designed to identify malicious activity, at-anomaly
activity detection, and breaches in real-time, which is done on
the threat logs data in a preprocessed way.

This methodology includes data preparation, model archi-
tecture design, implementation, and evaluation to validate the
proposed solution.
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B. Data Collection and Preprocessing

o Data Source: Threat log data is derived from large-scale
datasets representing realistic network environments, en-
compassing logs of network traffic, security threats, and
system events. An example is intrusion detection datasets
such as NSL-KDD, UNSW-NBI15 [70]-[72], and propri-
etary cloud activity logs. Both types of datasets usually
consist of benign and malicious activities.

o Data Cleaning — Data logs are often filled with some
irrelevant, duplicated, or incomplete records. They are
systematically removed to improve dataset quality. Missing
feature values, for instance, can be imputed with median
or mean values, and duplicate entries are removed [73],
[74].

« Normalization: Features like network packet size, request-
response time, and user activity are normalized to fall
within a range (for example, [0, 1]). This prevents the
model from being unfairly biased by any one feature [75]-
[77].

o Feature Engineering: Extracts features that are necessary
like the IP Addresses, protocol type, and timestamps. To
gain more insightful deposits into malicious activities, we
create derived features such as traffic behavior patterns,
request frequency, etc [77]-[79].

o Data Segmentation: The dataset is divided into three
segments:

— Training Set: For model training (70%)

— Validation Set: For hyperparameter tuning and overfit-
ting checks (15%).

— Testing Set: For assessing the performance of the model
on unseen data (15%).

o Dealing with Class Imbalance: Since malicious events
represent only a small percentage of the overall traffic,
methods need to be applied to balance the dataset, such as
oversampling the minority class, undersampling the ma-
jority class, or using synthetic methods (such as SMOTE).

C. Architecture of the Hybrid Model

We apply our Hybrid Model, which mixes CNN and RNN
capabilities. This method synergistically combines the strengths
of CNNs [80], [81] and RNNs [82] to improve the detection of
threats within the cloud. The architecture and its components
are described in detail below.

1) General Structure of the Hybrid Model: Our hybrid
model combines CNNs (convolutional neural networks) to
extract features from threat log data and RNNs (recurrent neural
networks) to recognize sequential patterns. As shown in Fig. 1,
this combination allows you to detect both static and evolving
threats in cloud systems [83], [84].

o CNN Contribution: Well suited for detecting spatial rela-
tions and correlations among features of log data, for ex-

ample, anomalous spikes or patterns of repeated attempts
to access services.

Threat Logs CNN

! pPense Layerg Output:
Processing Feature Extraction)| ™} Vec

Aggregation] “ Berign/Malicipus

] RNN al|
r i"nSequen:ema\ys\s '_: a ‘53

Fig. 1. Structure of the Hybrid Model.

o« RNN Description: Has the activity to learn the temporal
dependencies and learn threats requiring time like slow,
monumental threats, or multi-step coordinated threats.

This makes the model both robust and flexible and enables it
to adapt to diverse cloud security threats.

2) Layers of Hybrid Model: Here’s what the components of
the Hybrid Model collect:

o Input Layer:

— Data of threat log events is formatted into a dimensional
array that can feed into a CNN, this can either be a
matrix representation of the multiple network features
a single log has (events, for example) or a 2D slice of
multiple events over time.)

— The log entries are again encoded as source IP, destina-
tion IP, protocol type, data packet, and time stamp.

e CNN Module (Get Feature Map):

— Convolutional Layers: Extract topological features from
the raw log data. For example, signatures related to DoS
attacks, or anomalous traffic flows

— Pooling Layers: Reduces dimensionality of feature maps
while retaining important information, reducing overfit-
ting, and improving computation times.

— Output graphic explanation: First, a small segment of
the log is extracted at a time and fed into the CNN
module, which outputs a feature vector of the segment
describing spatial characteristics of the log data.

« RNN Module (Sequence Modeling)

— Input to RNN: The feature vector generated by CNN is
fed to the RNN module.

— Recurrent Layers: The RNN handles the sequential
nature of threat logs, discovering temporal patterns like
multiple login failures or incremental data exfiltration.
They use LSTM or GRUs for their capability of han-
dling long-term dependencies.

— Dataset: MBSR Time Series: The dataset comprises
multiple time series entries obtained from an MBSR
intervention to identify temporal patterns indicative of
stress levels.

¢ Dense (Fully Connected) Layers:

— The RNN outputs are then fed through one or more

dense layers to combine spatial and temporal patterns.

Israa Basim, A Hybrid Deep Learning Approach for Adaptive Cloud Threat Detection with Integrated CNNs and RNNs in

Cloud Access Security Brokers



Journal of Robotics and Control (JRC)

ISSN: 2715-5072

1133

— Examples of such functions are activation functions such
as ReLU (Rectified Linear Unit) which introduce non-
linearity to increase the representational capacity of the
model.

o Output Layer:

— This is followed by a dense layer with a sigmoid
activation function to obtain the probability of the log
data being classified as either benign or malicious.

— In cases of multi-class classification (for instance, when
attempting to categorize different kinds of attacks), a
softmax activation function can be used.

3) Hybrid model workflow: Fig. 2 shows an overview of the
hybrid model for threat detection.

Input Threat Logs
(Preprocessed Data)

«

CNN Module
(Spatial Feature Extraction)

“

RNN Module
(Temporal Dependency
Modeling)

«

Feature Fusion
(Dense Layers)

«

Output Prediction
(Benign or Malicious)

Fig. 2. Flowchart of Hybrid Model workflow for Threat Detection.

o Source Dataset: Threat logs will be data purified and fed
into the hybrid model

o CNN Processing: It receives input data as layers of con-
volution and pooling operations facilitate the hierarchical
extraction of spatial features. Patterns of persistent threats
(DDoS) are detected.

o RNN Processing: The output of the CNN is then routed
to the RNN module for analysis of temporal features. It
detects sequential anomalies such as gradual exfiltration or
credential stuffing.

o Feature Fusion: The spatial and temporal characteristics
are merged in dense layers for final classification.

« Predicting the activity: The model predicts whether the log
is a benign or malicious activity.

V. PROPOSED A DEEP LEARNING-BASED THREAT
DETECTION FRAMEWORK

A. Adaptive CASB: Overview

In this, the proposed Adaptive Cloud Access Security Bro-
ker (CASB) integrates deep learning algorithms to classify
advanced threats in the Cloud environment. A CASB is a
gateway or agent residing between cloud users and cloud
service providers, increasing security by monitoring network
traffic, catching anomalies, and protecting against risk through
timely mitigation. Key capabilities include:

o Real-time Threat Detection: Monitoring and analyzing

network traffic in real time to detect malicious activities.

o Behavioral Anomaly Detection: Detecting abnormal be-

havior using behavioral patterns.

« Integration with threat intelligence: Adding external threat

intelligence data to improve detection

B. Architecture of the Adaptable CASB

It forms the basis for a multilayered, interrelated set of
building blocks that function together to deliver strong security
in dynamic cloud model environments, as shown in Fig. 3.

Data Collection Layer
(Network Logs, API Logs, etc.)

B S

Preprocessing Module
(Cleaning & Normalization)

3

RNN Module
(Temporal Dependency
Analysis)

CNN Module

(Spatial Feature Extraction)

.

Threat Intelligence
Integration (Malware
Signatures, etc.)

Feature Fusion Module
(Spatial + Temporal)

Decision Engine
(Classification & Threat
Assessment)

User Interface & Reporting
(Dashboard, Alerts)

-

Response Mechanism
(Blocking, Alerts, etc.)

Fig. 3. Flowchart of Proposed Adaptive CASB Framework.

« Data Collection Layer: Assembles real-time logs from
several sources, such as Network traffic, User activity logs,
Cloud platform API logs. The logs are then preprocessed
to be used by the deep learning models.

o Preprocessing Module: Merges and transforms incoming
data so it is consistent and free of unnecessary noise.
Converts raw data into a structured format of trainable
shapes for CNNs and RNNs.

o Deep Learning Engine: CNN Module: Details spatial pat-
terns in the processed log data to recognize static threats.
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RNN module: LSTMs help learn sequential patterns in the
logs to detect new and persistent threats. Feature Fusion:
Create a well-defined threat profile based on spatial and
temporal features.

« Decision Engine: Makes predictions from the deep learn-
ing engine and applies thresholds to classify activities as
benign or malicious. Generates actionable insights (such
as blocking suspicious activities, flagging them for review,
etc.).

o Response Mechanism: Automatically initiate mitigation
strategies for identified threats: Blocking malicious IPs,
Kicking out unauthorized sessions, and Notifying admin-
istrators about high-risk activities.

« Integration of threat intelligence: Improves detection accu-
racy by incorporating external data from threat intelligence
feeds like Known malicious IP addresses, Malware signa-
tures, and Indicators of compromise (IoCs).

e User Interface and Reporting: Dashboard for administra-
tors to view network traffic, alerts, and trends. Provides
in-depth reporting for auditing and compliance.

C. Real-World Application

Real deployments in cloud-based environments for the pro-
posed Hybrid CNN-RNN model among other architectures are
encouraged by the effort without trying to create any barriers
while some significant challenges faced during this trend are
addressed to optimize performance and scalability.

o Deep learning models, and especially the hybrid archi-
tectures mixing CNNs and RNNs, are costly in terms of
computing power. Due to CNN extracts high-level feature
from large data stream and RNN processes sequential
data, it captures temporal meaning. In high-volume cloud
environments, these computationally expensive processes
may become performance bottlenecks. These challenges
can be overcome by using cloud-based GPU or TPU
instances by organizations to accelerate model inference
and training. Large batch data (batch processing) pipelines
run on distributed processing frameworks like Apache
Spark or TensorFlow Serving.

o For such systems, scalability is the desired property, as
massive amounts of data are generated in real-time in
cloud computing or IoT environments documenting, e.g.,
access logs, network traffic, and application events. This
data should be efficiently processed by a scalable intru-
sion detection system (IDS) for timely threat detection.
Such hybrid type model can leverage scalability with
deployable containerized services such as Kubernetes or
Docker Swarm to scale up horizontally across multiple
data centers. Edge computing solutions may also help
improve scale even more by distributing some of the
model’s compute workload to be closer to where the data

is, cutting down on network latency and allowing more
prompt response in far-flung expanse of cloud.
Automation is a major attribute as this model improves the
ability to perform real time threat detection and response
in cloud security operations. It is clear that manual threat
detection does not scale well across cloud infrastructures
where tens of thousands of events can occur every second.
This hybrid model can automatically detect static and
dynamic threat based on suspicious patterns with the help
of continuous monitoring of data conducted by the system.
This allows it to alert security teams with actionable
information about whether they are under certain types of
attacks, who had attacked their networks, etc. It can also
initiate automated responses — for example, quarantining
infected virtual machines or blocking attempted access by
vicious malware — to mitigate the effects of discovered
threats and minimize the need for human action.

Unlike static rule-based systems that can become obsolete
quickly, the Hybrid CNN-RNN model’s adaptive nature
allows it to effectively identify changing and moving
threats. This integration of model behavior-based anomaly
detection combined with real-time threat intelligence en-
ables it to adapt to new attack vectors, such as zero-
day threats. Nonetheless, this adaptability needs regular
updates and retraining to stay relevant. Cloud service
providers also can create automated retraining pipelines
that automatically update the model with new data and
maintain the model’s effectiveness against new threats.
Finally, the option to manage resource consumption is key
to balancing security and operational costs early in your
cloud environment. Without efficient tuning these deep
learning models can be expensive because they require
significant resources. To preserve detection performance,
apply organization strategies, like model pruning and data
distillation, that decrease memory and compute resources.
Workload prioritization strategies are then applied, where
critical cloud services are actively monitored while less
sensitive services are checked on a delayed time schedule.
Such optimizations help businesses remain secure without
having to spend on unnecessary things.

Although the Hybrid CNN-RNN model demonstrates supe-
rior performance across key metrics, certain limitations must
be addressed:

o Dataset Imbalance: Overfitting may occur when using

imbalanced datasets in which benign samples (the major-
ity class) outnumber attack samples (the minority class).
The imbalance results in overfitting, favoring the major-
ity classes and making the model less sensitive to rare
attack scenarios. Some techniques which could reduce
this problem include data augmentation, synthetic sample
generation (e.g. SMOTE), and class weighting.

« Adaptability to Unseen Attacks: The model is well versed
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in identifying known threats, but may need refinement in
handling completely new types of attacks. Implementing
mechanisms for continuous learning or periodically re-
training the model on updated threat intelligence data can
help keep it relevant in dynamic threat environments.

VI. EVALUATION
A. Experimental Setup

The testing of the Adaptive CASB was carried out in a
laboratory-like setup for accurate results. In this work, pub-
licly available datasets (e.g., NSL-KDD, UNSW-NBI15, CI-
CIDS2017) were utilized to generate different attack scenarios
(e.g., DoS, brute force, infiltration). Custom synthetic logs were
also created based on detected patterns of zero-day threats
and developing attack trends. This helped in prepossessing the
data such as cleaning and normalization of logs for training
deep learning models. Extracted features including the protocol
types, source/destination IP, and packet sizes were encoded for
analysis.

For the Adaptive CASB, we implemented a hybrid CNN-
RNN model. The spatial patterns embedded in the network
logs were extracted through a CNN module, and the tem-
poral dependencies were modeled using an RNN module to
capture sequential threats. Final classification was performed
applying dense layers over such outputs. The whole model is
implemented using TensorFlow. Data were divided into training
(70%), validation (15%), and testing (15%) subsets, and the
model was trained with Adam optimizer (learning rate = 0.001,
batch size = 64). The test set was used to calculate performance
metrics: accuracy, precision, recall, F1 score, and ROC-AUC.

The CASB was tested against near real-time simulated log
streams to show its ability and performance for zero-day
attacks. Such an environment provided for a thorough test of
the Adaptive CASB’s ability to accurately detect and respond
to advanced threats in the cloud.

B. Metrics for Evaluation

In order to evaluate the performance of our model, we
examine a variety of key metrics since each provide unique
insights into different aspects of model efficacy.

1) Accuracy: Definition: Accuracy is the ratio of correctly
predicted observation (both true positive and negative) to the
total observations.

Equation:
TP+ TN
Accuracy = ————— 1
4 TotalSamples 1

e« TP = True Positives: Positive observations that when

predicted are actually positive

e T'N = True Negatives: Negative observation correctly

predicted as negative.

Importance: Precision is helpful when the classes are balanced.
But it can be deceptive in the case of class imbalance.

2) Precision: Formula: Precision is the fraction of relevant
instances among the retrieved instances.

Equation:
Precision = L 2)
TP+ FP
e F'P = False Positives: Positive predictions that are inac-
curate.

Importance: Precision is important when the cost of false
positive is high.

3) Recall (sensitivity): Definition: Recall is the ratio of
correctly predicted positive observations to all observations in
actual class.

Equation:
Recall = L 3)
TP+ FN

o F'N = False Negatives: Negative observations that have
been incorrectly predicted.

Relevance: Recall is particularly relevant in cases where a false
negative is costlier than a false positive.

4) F1 Score: Definition: The F1 Score is the harmonic
mean of Precision and Recall, weighted by the number of true
positives. It balances both metrics.

Equation:

Precision * Recall
F1 =2 4
Score ¥ Precision + Recall “)

Importance: F1 Score is a good metric when you need a
balance between Precision and Recall and in cases where you
have an uneven class distribution.

5) Confusion matrix: Definition: Confusion Matrix is a
matrix that contains the counts of correct and incorrect clas-
sifications vs. actual outcomes.

Importance: Offers a class-level breakdown of the classifica-
tion performance, useful for computation of other metrics.

6) ROC-AUC Curve: Definitions: The ROC curve is a plot
of the true positive rate against the false positive rate for the
different possible threshold settings. AUC: which indicates the
whole two-dimensional area under the ROC curve.

What we used this for: The ROC curve is useful because
it allows use to visualize the trade-off between sensitivity (true
positive rate) and specificity (false positive rate) across different
thresholds.

Studies such as Luque et al. can help further support your
metrics analysis. [85] for Confusion Matrices and [86] for
Reactive, pro active on ROC-AUC.

C. Results

Several key metrics have been employed to evaluate the
performance of the deep learning-based adaptive Cloud Access
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Security Broker (CASB) system proposed. The outcomes of
the model’s detection capability in the cloud environments are
discussed below:

1) Accuracy (0.95): Accuracy calculates the ratio of accu-
rately predicted samples (both benign and malicious samples)
to the total number of samples. The model’s accuracy was
95%, indicating its high dependability in identifying threats and
making very few misclassifications. The results show that the
system successfully identified benign and malicious access a
large percentage of the time and thus proposes an effective,
timely detection scheme for managing cloud security issues.

2) Precision (0.92): Precision measures the ratio of true
positives (correctly detected malicious activities) to all positive
predictions. A precision of 92 percent means that this model
is quite effective at reducing false alarms. This is important in
real-world applications where an abundance of false positives
can become a serious headache for system administrators and
allow for meaningful and actionable alerts.

3) Recall (0.94): Recall indicates the fraction of true posi-
tives identified among all real malicious actions. The model has
a 94% recall rate, which means it can indeed identify most of
the malicious activity and avoid missing anything nasty. This
illustrates the model’s capacity to detect almost all instances
of malicious behavior, which is vital for the safety of cloud
environments.

4) F1 Score (0.93): F1 score is the harmonic mean of preci-
sion and recall, balancing detection sensitivity and correctness,
so provides a balanced measure of the model’s performance.
The F1 score of 93% indicates that the model has a good
balance between sensitivity and specificity, which means that
the model can detect threats while the false alarm rate remains
low. This trade-off is important for realistic deployment in live
systems, where both false positives and false negatives must be
contained.

5) False Positive Rate (FPR, 0.05): The FPR (False Posi-
tive Rate) shows the percentage of benign samples that were
misclassified as malicious. The model has a low false positive
(FPR folds 5%) ratio associated with alerts. This alleviates
unnecessary operational toil of cloud security teams and only
flags security incidents that matter to the organization, allowing
them to respond efficiently when they do.

6) False Negative Rate (FNR, 0.06): False Negative Rate
(FNR): the number of malicious samples that are misclassified
(i.e., classified as benign) out of all available malicious samples.
This shows that there is an FNR of 6%, where actual threats
are detected (true positives) and further action is taken for their
prevention. (q identifies many false positives, but this low FNR
is important for security if we miss real threats, this can lead
to disastrous consequences in the cloud)

Thus, you may get good using these critical metrics summary
of your model and its stated strengths about identifying mal-

functions and normal functions with fewer FalseNegatives and
FalsePositives. As shown in Fig. 4, the findings showed that
the proposed system was both efficient and reliable, making it
a potentially effective solution for improving cloud security.

Key Performance Metrics of the Proposed CASB Model

10
0.95 o.bz 0.94 0.93

0.8

0.6

Value

0.4

0.2

0.0 Recall

Precision

Accuracy F1 Score

Fig. 4. Key Performance Metrics of the Proposed CASB Model.

D. Implications of the Results

The performance metrics show that the Adaptive CASB
model is efficient and effective in threat detection. Specifically:

o This will allow the model to work in the dynamic environ-
ment of the cloud where twice the cost of misclassifying
is high.

« With low false positive and false negative rates, the model
shows that it is robust and eliminates the risk of both over-
alerting and missing threats.

E. Comparative Analysis

The Adaptive CASB showed better results than conventional
CASB solutions and benchmark models, such as rule-based
systems and traditional machine learning classifiers like Ran-
dom Forest and SVM, which do not achieve efficient perfor-
mance against evolving and complex threats. Table I shows the
comparison evaluation between traditional CASB and proposal
adaptive CASB. Through this use-case, we demonstrated that
the Adaptive CASB provides the best accuracy, precision,
recall, and F1 figure of merit of the three methods studied,
with the benefit of significantly lower false positive and negative
rates. Utilizing a hybrid CNN-RNN architecture, they were able
to detect spatial and temporal attack patterns with high accuracy
through the Adaptive CASB. Notably, the model’s robustness
in minimizing misclassifications and avoiding missed detections
was reflected in key metrics—e.g., accuracy (95%), precision
(92%), recall (94%), false positive rate (5%), and false negative
rate (6%). This approach is also highly adaptable and resource-
efficient, making the Adaptive CASB critical for comprehensive
cloud security because it addresses both real-time and behavior-
based threat detection.
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TABLE I. COMPARISON EVALUATION BETWEEN TRA-
DITIONAL CASB AND PROPOSAL ADAPTIVE CASB

Metrics Traditional | Adaptive Improvement

CASB CASB (%)
(Proposed)

Accuracy 0.85 0.95 11.8%

Precision 0.80 0.92 15.0%

Recall 0.82 0.94 14.6%

F1 Score 0.81 0.93 14.8%

False Positive Rate | 0.12 0.05 -58.3%

(FPR)

False Negative | 0.10 0.06 -40.0%

Rate (FNR)

VII. VISUALIZATION OF PERFORMANCE

¢ ROC-AUC — As shown in Fig. 5, The ROC-AUC curve is
a plot of the true positive rate versus the false positive rate
where the discrimination threshold of a classifier system is
modified. The curve plots the true positive rate (sensitivity)
against the false positive rate (1 — specificity) as a measure
of a model’s ability to distinguish between classes. In your
context, the ROC-AUC curve would indicate how effec-
tively the proposed Adaptive CASB can distinguish benign
and malicious activities in these cloud environments.

ROC-AUC Curve
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Fig. 5. ROC-AUC Curve.

— High AUC Value: AUC, or Area Under the ROC
Curve, is a metric for assessing the model’s ability
to classify benign vs. malicious instances accurately.
AUC measures area under the ROC curve and a higher
value means better performance(good to have value 1.0:
perfect model, and 0.5: random guess) If AUC is close
to 1 there is as mentioned high discrimination between
the true positive and negative class.

— Sensitivity and Specificity Trade-off Analysis: The
curve assists in identifying the optimal point after which
the two metrics, sensitivity and specificity, are in a
suitable ratio with each other, important for practi-
cal use cases where both false positives (time/money
wasted on unnecessary actions) and false negatives (risk
containment failures leading to significant issues) are
consequential factors.

o Confusion Matrix: As shown in Fig. 6, the confusion
matrix displays how the classes were predicted which
provides more insight on the classification successfulness;
showing the number of true positives (TP), true negatives
(TN), false negatives (FP) and false negatives (FN).

— True Positives and True Negatives both are high: Mean-
ing that the model captures a higher number of mali-
cious and benign activity correctly.

— Sensible Low False Positives / Low False Negatives:
Critical For cloud security operational efficiency. FP
reduction identifies fewer false positives and propagates
less noise into the system. FN being low implies the
model successfully captures most threats, which is a
bonus for security.

Confusion Matrix

Benign

True label

Malicious

Malicious
Predicted label

Benign

Fig. 6. Confusion Matrix.

Summary from ROC-AUC curve and confusion matrix:

« Precision, Recall and F1 Score: The model shows a good
balance between precision and recall with a precision of
92%, a recall of 94% and an F1 score of 93%. This balance
is critical in security contexts as either missing real threats
(low recall) or issuing false positives (low precision) can
be expensive.

« False Positive and Negative Rates: 5% and 6% are quite
low and this indicates how applicable this model is to the
real world where the cost of false positives and negatives
is high.

A. Short Discussion Comparison

A hybrid CNN-RNN architecture, named Adaptive CASB,
augments traditional CASBs and machine learning models such
as Random Forests [87], [88] and Support Vector Machines
[89], [90] in terms of all major objective performance standards.
As shown in the Table II:
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TABLE II. PERFORMANCE COMPARISON OF DIFFERENT MODELS

Model Accuracy | Precision Recall F1 Score | False Pos- | False
(%) (%) (%) (%) itive Rate | Negative
(%) Rate (%)
Traditional CASB 85 80 82 81 12 10
Random Forest 89 86 88 87 9 8
Support Vector Machine 87 84 85 84.5 10 9
Hybrid CNN-RNN (Proposed) | 95 92 94 93 5 6

o Accuracy: Adaptive CASB raises effectiveness in benign
as well as malicious activities, reaching 95% compared
to Random+Forest’s 89 %. This data indicates that in
cloud settings, a deep learning model can indeed better
discriminate between behaviours that are harmless and
those that are harmful.

« Precision and Recall: The hybrid model’s precision rate of
92% and recall rate (94 %) are far superior to broken tradi-
tional machine learning methods of either sort. This indi-
cates that false alarms—as well as incorrect identifications—
are less likely under our methods than under theirs.

« False Positive and Negative Rate: The rate of false pos-
itives (Adaptive CASB: 5%) and false negatives (6%) is
dramatically decreased by Adaptive CASB. This was an
important improvement in cloud security; too many false
alarms can overwhelm the human security staff, and not
catching a real threat can lead to severe breaches. Machine
Learning models are also known as traditional CASBs but
these are significantly less efficient in terms of false rates,
for example a 9% FPR with Random Forest.

e Model Adaptability: Thanks to hybrid integration, the
CNN/RNN model can locate spatial anomalies (like the
odd network behaviour which might indicate attack) and
temporal attack sequences (gradual data exfiltration over
time), giving it a major advantage over static or sequential-
feature models.

In summary, the proposed framework achieves overall better
performance, particularly in minimising classification errors
which would imperil its practical deployment in the real-life
environment of dynamic and high-risk systems. These advances
point to its suitability for further development.

VIII. CONCLUSION AND FUTURE WORKS

The hybrid CNN-RNN deep learning architecture utilized in
the implementation of the proposed Adaptive Cloud Access
Security Broker (CASB) framework achieved excellent threat
detection performance. With respect to the key performance
metrics of accuracy, precision, recall, and error rates, the model
performed better than traditional approaches such as Random
Forest and Support Vector Machine. Its scalability, automation,
and adaptability make it a viable solution for ever-changing
cloud security landscapes to identify both known and emerging
cyber threats. An additional improvement of the system may
be the integration of Explainable Al (XAI) and its ability to

provide human understandable explanations for threat detection
that can also benefit compliance and operational insight in the
future. Moreover, the integration of edge-computing technolo-
gies allows the optimization of real-time performance by direct
data processing, minimizing latency. Additionally, continuous
learning mechanisms can be considered for model retraining
with the latest threat intelligence in real-time which can assist
with further insight into Zero-Day attacks. With the increasingly
complex landscape of cloud adoption, the Adaptive CASB
solution offers innovative, adaptive security measures that scale
seamlessly, extending protection to the most important and
sensitive data and services.
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