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Abstract—This study focuses on the development of a con-
tinuous sign language recognition system based on deep neural
network models. A new Kazakh Sign Language (QazSL) dataset
is created. DL models for continuous KazSL are developed, their
accuracy and robustness under different environmental conditions
are analyzed, and an optimized model algorithm to improve
sign recognition processes are proposed. The main goal is to
improve gesture recognition accuracy, account for gesture variabil-
ity and environmental conditions, and promote the development
of adaptive technologies for low-resource languages. This paper
proposes a QazSL recognition system using an YOLOv8n and
optimized 2DCNN models to improve accessibility for the hearing
impaired. The optimized 2DCNN method includes optimal data
preprocessing techniques and new training architecture, followed
by model training and testing with precision, recall, and accuracy
metrics. The proposed systems were trained using an open-
course K-RSL dataset with 5 signers and a newly created QazSL
dataset, recorded by 7 signers. The test accuracy of gesture
recognition are 98.12% for Yolov8n and 98, 57% for 2DCNN,
indicating the robustness and capability of the models for real-
time application. Certain issues, such as background variation
and gesture consistency, were found to affect recognition under
different conditions. This research contributes to the development
of Al-based assistive technology to facilitate social inclusion and
access to communication for deaf and hard-of-hearing people. By
addressing the challenges identified in gesture recognition, this
study paves the way for more reliable interactions between users
and technology. Future work will focus on optimizing the model
further to enhance its performance in varied environments and
to expand its applicability across different languages and sign
systems.

Keywords—Computer Vision; Sign Language; Real-Time Recog-
nition; Deep Learning; 2DCNN; Yolo Optimization

I. INTRODUCTION

People with high levels of hearing or profound hearing
loss depend on sign language for communication. Similarly to

spoken languages, sign languages have their phonology and
syntax that enable complex and meaningful communication
[1]. Spoken languages derive from sound signals, whereas
sign languages derive from visual signals such as hand shape,
movement, facial expression, and body orientation [2], [3]. A
single sign can represent a word, a phrase, or an entire sentence
[4]. In addition, sign languages have been recognized as natural
languages, vital for the culture and identity of deaf people [5].

Sign language recognition (SLR) is performed using com-
puter technology, so it is one of the most significant advances
for the employment of hearing-impaired individuals. Automated
gesture translation systems have the potential to improve com-
munication between deaf and hearing individuals immensely
[6]. For that, the improved recognition rates and enable real-
time performance, deep learning (DL) and machine learning
(ML) techniques are frequently employed [7]-[9]. Computer
vision uses artificial intelligence (Al) to automate sign language
detection through sophisticated image processing methods [10].

Among various Al-based techniques, the "You Only Look
Once" (YOLO) algorithm has emerged as a good real-time
object detection model. It supports quick gesture recognition
with whole-image processing in one pass through the network,
in contrast to other approaches that require several iterations
[11], [12].

Variability in hand gesture, inconsistency of user execution,
and the ambient physical environment, including lighting and
noise in the background, are some of the major limitations
of YOLO-based systems, whose robust performance has been
established in real-time sign language recognition [13]. Also,
the absence of diversity in current datasets lowers the generaliz-
ability of the model, and since there are over 300 different sign
languages spoken across the world, each having a unique syntax
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and grammar, developing a generalized recognition system
remains a big challenge [14]-[16]. These issues are especially
applicable to Kazakh Sign Language (KazSL), which lacks
extensive research and big annotated datasets; these must be
resolved to improve recognition accuracy and provide real-time
KSL translation applications.

Increased progress in computational power, particularly em-
ploying graphics processing units (GPUs), has further advanced
real-time image processing ability [17].

The YOLO model, enhanced with DL methods, provides
real-time processing with high accuracy [18]. Despite its high
accuracy, there are certain challenges the model faces, one of
which is the performance of the dataset and the consistency of
gestures performed by individual users [19]. If such factors as
hand position, manner of performing gestures, and environmen-
tal conditions change, the recognition of gestures might easily
fail [20]. These problems are similar to challenges that arose in
processing texts of the Kazakh language [21]. Even if it is not
without its problems, the YOLO-based systems exhibit colossal
promise in real-time SLR; very prominent issues remain around
data limitations, the need for optimizing algorithms, and the
improvement of accuracy and quality of visualization in varying
conditions [22], [23].

New systems not only recognize sign language but also
convert text to sign language in real-time, easing commu-
nication between deaf individuals and other individuals who
are not proficient in sign language [24]. YOLO-based systems
effectively monitor and classify hand gestures, mapping them
to appropriate words and phrases, thus improving the quality
of interaction [25].

LSTM are effective in dynamic gestures recognizing because
they are capable of learning sequential dependencies. On the
other hand, 2DCNN models are more effective with spatial
data. However, while research conducted on ordinary computers
provided high accuracy and speed, the duration of training and
data preparation remains an actual issue [26].

While all these advances enhance communication for the
deaf significantly, there remains a gap in the achievement of
widespread usage and understanding of sign language among
the general population. Further research needs to be conducted
to bridge this gap and enable inclusivity.

CSLR is a sequence-to-sequence task, in which the aim is
to translate a sequence of visual gestures into a fluent sign
language translation. This task normally needs the application
of state-of-the-art DL models [27].

The solution to these challenges will be crucial for the
successful integration of such systems for the everyday commu-
nication of deaf and hard-of-hearing communities. This research
suggests the YOLOv8n, 2DCNN models for KSL recognition
in real-time with high accuracy.

The research contribution:

« We present the YOLOv8n and optimized 2DCNN models for
recognition of Continuous Kazakh Sign Language.

o We create own dataset.

o« We quantify the precision and robustness of the models
across different environmental conditions, which allows us
to optimize SLR through DL.

« We propose the optimized algorithms of proposed models.

This paper aims to develop a real-time Continuous KazSL
recognition system via DL models in an attempt to increase
the recognition rate, address issues related to changes in gesture
and environmental conditions.

The structure of the paper is as follows: Section 1 presents
the relevance, contributions of the research, objectives, and
structure of the paper. Section 2 discusses previous studies.
Section 3 describes methodology. Section 4 presents the results
and discussion. Section 5 concludes the paper.

II. RELATED WORK

Static, dynamic and continuous sign language recognitions
are different categories of sign language. Several kinds of DL,
ML algorithms have been proposed for image-based emotion,
activity, and sign language recognition systems [28].

YOLO, used for real-time SLR, involves sophisticated object
detection technologies that enhance the accuracy and efficiency
of gesture recognition [29], [30]. Some literature is now avail-
able reporting a variety of approaches that resort to YOLO and
other methods to address problems related to overlapping and
segmentation for continuous gesture recognition [31]-[33].

Every researcher knows that YOLO is best at real-time
processing. This makes it suitable for applications that require
instant feedback, such as sign language translation [34]. There
have also been many indications that instructor gesture detec-
tion works well in YOLO, often achieving very encouraging
accuracy rates with varied datasets [35]. Much research has
been accomplished through different versions of YOLO based
on American Sign Language (ASL) [36], Indonesian Sign
Language [37], and Arabic Sign Language [38] within varying
contexts. Integrating deep learning technologies with the YOLO
sign language recognition approach shows good promise for
communication improvements for people with hearing impair-
ments [39], [40]. For instance, the various efforts at combining
YOLO with CNN and RNN could enhance the appreciation of
gestures and other context cues that can enhance the translation
quality for sign language to text [41].

The integration of YOLO with other models, such as LSTM
and CNN, contributes to accurate and efficient sign language
gesture recognition by solving issues with overlaps and varia-
tions in gesture length [42], [43]. The combination of YOLO
with LSTM allows the capture of both spatial and temporal
features, improving the recognition of dynamic gestures [44].
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Systems using YOLO have shown significant improvements in
accuracy, achieving recognition rates of over 94% [45].

The processing speed makes YOLO architecture suitable
for real-time applications. For instance, YOLOv8 has been
successfully used in other fields, achieving over 80% accuracy
in real-time video analysis [46]. The integration of YOLO
with multi-threaded neural networks can further enhance ges-
ture recognition by simultaneously analyzing hand movements,
facial expressions, and body postures [47].

Sign language includes complex gestures that may look simi-
lar in appearance. YOLOs ability to learn from different datasets
may solve this issue by improving recognition accuracy through
intensive training [48]. Effective sign language recognition
systems require huge annotated datasets. The development of
such datasets is needed for training YOLO models to accurately
recognize different gestures [49], [50].

In the last few years, numerous researchers were capable of
applying convolutional neural networks (CNNs) deep models to
feature engineering. CNNs were capable of achieving very good
results in object and speech recognition, image classification,
and human activity recognition [51].

It is difficult to design and implement 2D CNN-based sys-
tems for sign language recognition because there are several
limitations such as scarce computational resources, precision,
lack of data, and accessibility. Training deep neural networks,
especially processing video data, requires heavy GPU power
and memory. For example, models used for real-time video
processing, such as those proposed by [52], face latency and
inefficiency issues in low-end devices.

Real-time processing is another major challenge. While 2D
CNN models are appropriate for image-based recognition, their
adaptation to video-based sign language recognition requires
temporal modeling. For instance, the paper [53] proposes Time
Distributed CNN models to solve this issue, but these models
are computationally intensive. Maintaining both accuracy and
speed is a real challenge, particularly for systems intended to
classify dynamic gestures online [54].

The depth of CNN models also leads to issues. Even though
deeper models can learn higher-level features, they require
greater data and more computational power as well. For ex-
ample, the InceptionResNetv2 model used in [55] is highly
accurate but not necessarily deployable on edge devices. It is
an area of research to optimize such models for deployment
without affecting performance [56].

Real-time translation and feedback are essential for ensuring
continuous communication between signers and non-hearing
individuals [57]. That platform integrates the SLR system with
speech-to-text models, offering a more inclusive communica-
tion tool. Table I and the articles outlined in this section suggest
the active development of YOLO for real-time sign language
recognition.

In recent research on KazSL recognition, there are noticeable
differences in the approaches, particularly concerning dataset
size, models used, and the scope of work (Table II).

[II. METHODOLOGY

The methodology involves data collection, preprocessing,
model selection, training, testing, evaluation and deployment.
Fig. 1 depicts the whole research process.

Model Selection

] [ YOLOvS ][ YOLOgn ]
Splitting into training,
M] e

Model Evaluation Model Training

. . Hyperparameter
Confusn}n e

Data Preprocessing

Data framing and
augmentation

Using GFU/CPU

for computation

Metrics (mAP,
accuracy, recall)

Fig. 1. Methodology

A. Data Description and Preprocessing

Interrogative signs may be accompanied by raised eyebrows,
head tilt to the side or the back, or not at all. Eyebrow and
head direction, therefore, and production serve independent
roles in identifying signs: the former separates questions from
statements, and the latter helps separate interrogative signs of
various types. Accordingly, the datase, with question statmenets
is chosen. A specific dataset was used in the experiment to
separate comparable motions based on non-verbal features. The
dataset comprises 5,200 video clips of Kazakh-Russian Sign
Language (K-RSL) signs [74]. While hand movements are
uniform, non-verbal signs are not, e.g., head direction, mouth
positions, eyebrow lifting, and face expressions.

The dataset, which we chose, consists of video clips of
individual signs extracted from complete sentences, divided into
20 folders (10 signs in statements and questions). Each folder
contains approximately 260 videos (40 samples for 4 signers
and 100 samples for 1 signer). Each video contains a single
participant performing the same gesture multiple times.

All videos were taken with a solid green screen background
to minimize distractions and were recorded indoors with stable
lighting conditions to minimize variation. The videos are orga-
nized into subfolders, each named according to each gesture,
such as "kamai?" - "How?", "kauma?" - "How much?" / "How
many?", "He?" - "What?", "kamaun?" - "When?", "kafiga?" -
"Where?", "kaiicer?" - "Which?", "kim?" - "Who?", "mere?" -
"Why?"(Fig. 2). The filming for all videos took place against
a uniform green background to reduce distracting factors.
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TABLE I. A SUMMARY OF STUDIES ON SLR WITH YOLO

Year Key Results Methodology Main Ideas
2024 Combined YOLOv8 with NLP for robust real- | YOLOVS for gesture detection, NLP for | Improved real-time bidirectional com-
[58] time gesture recognition and translation translation munication for sign language users
2024 Developed a YOLOv5-based system for real- | YOLOvS5 algorithm for detecting | Efficient sign recognition in Indonesian
[59] time BISINDO alphabet recognition, achieving | BISINDO alphabet signs sign language, targeting real-time appli-
high detection accuracy cations
2024 Developed a robust real-time detection system | YOLO architecture tailored for sign | Aims to bridge communication gaps for
[60] using YOLO for sign recognition, focusing on | language gestures the DHH community
accessibility for DHH users
2024 Comparative analysis of YOLOvS5 and CNN on | YOLO architecture tailored for sign | Validates the effectiveness of YOLOvVS
[61] MSL dataset language gestures in sign language detection tasks
2024 Achieved high-speed detection of Indian Sign | YOLO NAS model for fast and efficient | Enhances real-time recognition for In-
[62] Language gestures using YOLO NAS gesture detection dian Sign Language
2025 Highlighted the cost-effectiveness and accuracy | YOLO algorithm for identifying sign | Focuses on accessible solutions for sign
[63] of YOLO for detecting sign language gestures language gestures language recognition
2024 YOLO for gesture recognition, LSTM for text | Seamless integration of recognition and | Seamless integration of recognition and
[64] generation captioning for sign language captioning for sign language
2024 YOLO model provides better accuracy and pre- | YOLO algorithm used for gesture iden- | YOLO algorithm improves gesture
[65] cision tification and focus on accuracy, preci- | identification accuracy and performance
sion, and F1-Score measures
2024 Achieves good accuracy with a small dataset size | YOLO-based sign recognition for hand | YOLO-based system improves sign lan-
[66] gesture detection guage recognition accuracy
TABLE II. STUDIES ON KAZSL RECOGNITION
Year Purpose Method Accuracy Advantages/Limitations
2020 Assessing the necessity of distinguishing | SVM, LR, RF, | 77% Identified accuracy differences based on
[67] similar signs differing only in non-manual | BayesNet non-manual components, highlighting their
elements importance in recognition
2021 Comparing EfficientNetB7 with a KazSL | CNN 99%, 99%, | SHAP images revealed areas needing im-
[68] dataset and evaluating CNN models 64%, 96.7% provement, particularly in letters such as
Gh, H, Ng, Ui
2023 Detecting all 42 dactyls of KazSL detection; | SVM, MediaPipe | 99% Effective for static gestures, not effective for
[69] dynamic gestures, highlights the potential of
neural networks for improved accuracy
2023 Providing an in-depth analysis of recogni- | SVM, CNN 89% Encountered issues with low-light condi-
[70] tion methods based on their objectives and tions; camera sensitivity to angles and back-
efficiency grounds affected recognition
2024 Developing an identification program with | RF, Extreme Gra- | 88.6%, Computational constraints posed
[71] high precision for KazSL dient 98.68%, challenges; visibility and illumination
98.54% quality were suboptimal
2023 Developing a system CNN, Resnet50 94.4%, 84% Created a dataset with 57,708 images for
[72] KazSLR
2024 To develop fast algorithms and optimize | LSTM, RNN, | 85% A combination of layers of LSTM and CNN
[73] computational processes to detect real-time | Resnet50 models gave better performance in KazSL
recognition dactyls recognition.

Five individuals took part in data collection, including male
and female signers from various age groups and linguistic
backgrounds. To increase the model’s resilience to environmen-
tal changes, videos were shot in a variety of indoor lighting
scenarios. To record minute differences in execution style,
each signer made motions several times. To ensure that every

participant was included in each subset, the data was separated
into training (70%), validation (15%), and test (15%) sets. By
including a test set, generalizability to real-world situations is

improved.

(class-id, Zcenter Yeenter, Width, height)

In the preprocessing phases, every video was divided into
frames per second (FPS). The number of frames and labels
varies depending on the duration of the video. Each frame label
is assigned metadata that describes the content of the gesture
and its position within the frame. The structure of the label
looks as below:

For increasing the robustness of the model, cross-validation
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and data augmentation techniques were used to improve gener-
alization, comprising brightness and contrast changes. The pixel
values were also normalized into the range of [0,1] to achieve
the best possible input for deep models.

KiM 25.11.2024 8:28
25.11.2024 8:25
25.11.2024 8:26

Kaiaa

Kancol

Kanai 25.11.2024 8:24
KaHLlla 25.11.2024 8:29
KaluaH 25.11.2024 8:27
HE 25.11.2024 8:30
Here 25.11.2024 8:30

Fig. 2. Dataset containing 8 classes with videos

All images and labels are saved in .jpg and .txt formats,
respectively. An example of framing for class "kamait?" is
shown below in Fig. 3.

Fig. 3. Framing for class "kanait?" [74]

B. Model Selection and Justification

Though there are several YOLO versions, YOLOv8n was
chosen since it maintains a compromise of accuracy and compu-
tational efficiency. Table III illustrates the comparison of YOLO
models based on parameters, speed, and accuracy.

TABLE III. COMPARISON OF YOLO VARIANTS FOR SLR

Model Parameters FPS mAP@0.5 Suitability
YOLOVS ™ 83 92% Moderate
YOLOv6 6M 105 94% High
YOLOv7 4.7M 125 94.5% High
YOLOvV8 3M 140 96% Very high
YOLOv8 2M 170 92.2% Optimal
Nano

YOLOV8n is ideal for real-time KazSL detection with an
efficient, lightweight, yet strong architecture deployable in
devices with poor computation capabilities.

Second dataset are KazSL Sentences like "byrin aya paiisl
ete kblIbI"-Bugin aya raiy ote zyly. "/locTapsiMMeH Oipre KHHO
kepaiM"- Dostarymmen birge kino kordim, "Men Kazakcranra
kenniM" - Men Kazakhstanga keldim, "Men Mmekrenke Oapa

KatelpMbiH" - Men mektepke bara zatyrmyn, "He icren
JKaThIPCBIH?" Ne istep zatyrsyn?, - Men Kazakhstanga
keldim, "Men mekrenke Oapa xatsIpMbIH" - Men mektepke bara
zatyrmyn, "KgsicTa Kap xayaner" - Qysta qar zauady, "Conem!
Kansig kamait?" - Salem! Kalyn kalai?. Seven signers partici-
pated in the collection of the dataset.

C. Model Architecture

1) Yolov8n: The YOLOv8n architecture is one of the
lightweight versions of YOLOVS that is designed for object
detection, segmentation and classification with minimal compu-
tational resource usage [75], [76]. The YOLOv8n architecture
can be described as a sequence of linear and nonlinear opera-
tions which transform input image X to output form containing
detections. In our case, each video was converted into frames
and each frame was input for the model. The input image size
is

640 x 640 x 3

1. Input data
X €R640X640X3 (1)

where 640x640 denotes the image resolution, and 3 is
several channels (RGB).
2. Backbone

It is a core part of the model that extracts spatial and
contextual features from the input image. The adapted version
of CSP-Darknet (Cross Stage Partial Networks) is used in
YOLOVS as it optimizes computational efficiency.

Stem block

Stem is the initial convolutional block with Batch Normal-
ization and activation (typically SiLu or Leaky ReLU). Each
convolutional layer can be described as below:

Y1 = o(Conv(X,W;)) — SiLU (2)
where W denotes the convolution kernel and
o()
represents the activation function.

C2f blocks

C2f Blocks are the main blocks that decrease computational
complexity by splitting data paths. The input image splits into
two paths, one going through convolutional layers, the other
bypassing directly. The outputs are merged using concatenation.
C2f divides the input tensor into two paths, such as the direct
path

X=X
and convolutional path

X9 = Conv(X)
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Their merge is performed through concatenation:

X5 = ConvX 3)

where
Xirectdenotes featuresbypassingthroughthedirectpath, X cony

and represents convolutionally processed features. Processing
occurs at 3 levels: 64 — 128 — 256

SPPF improves feature extraction at different scales. This
architecture (Table IV) gradually reduces the image size while
increasing the features.

TABLE IV. NETWORK STRUCTURE FOR IMAGE PROCESSING USING SPPF

Layer | Type | Channels | Kernel size | Output size
1 Conf 32 3x3 640E640
2 C2f 64 3x3 320320
3 C2f 128 3x3 160E160
4 C2f 256 3x3 80ES0
5 C2ff 512 3x3 4040
6 SPPF 512 3x5 40E40

3. Neck (FPN+PANet)

The neck is responsible for 3 aggregating and processing
feature maps with different resolution levels. It uses FPN and
PANet. They work in multiscale feature representation. FPN
merges low-level

Xlow

and high-level
Xhigh

features using upsampling operations:
“4)

PANet enhances the features through a downsampling mecha-
nism:

Ypanet = Conv(Yepn)

®)

Yeanet = Conv(Yepn)

This module aggregates features extracted at various scales,
enhancing the accuracy and reliability of object detection.
Upsampling and Concatenation involve increasing the reso-
lution of feature maps and subsequently merging them with
corresponding feature maps from other layers.

C2F blocks optimize the network architecture by reducing re-
dundancy in parameters and computations, leading to increased
computational efficiency without compromising the quality of
feature extraction. Upsampling increases the resolution, while
C2f blocks optimize feature extraction (Table V).

4. Head

This module is responsible for object detection and clas-
sification and employs regression-based methods instead of
predefined anchors. Predictions are made at resolutions of
80ESR0D, 4040, and 20E20. The head of the network is
responsible for generating final predictions about the location

of objects, their sizes, class probabilities and additional tasks
(e.g., segmentation).

The network outputs include bounding boxes predicting
coordinates of bounding boxes for objects, Confidence Scores
estimating the probability of object presence within the bound-
ing box, and Class Predictions determining the class of detected
objects.

TABLE V. UPSAMPLE AND C2F LAYERS IN THE YOLOV8N

Layer Type Channels | Output size
7 Upsample | 256 80

8 C2f 256 80

9 Upsample 128 160

10 C2f 128 160

During the detection phase, YOLOv8n forms an output
tensor, which includes the coordinates of the bounding box (x,
y, W, h), confidence score p, and class probabilities (cq, ca, ...,
Cg).

(6)

Y;)utput = (x,y,w,h,p,cl,CQ, .- ')CS)

Where each predicted anchor: (x,y) denotes the centre coor-
dinates of objects, (w,h) is the width and height of the object,
p represents the confidence score of an object being inside
the bounding box, and c; indicates class probabilities for eight
classes. The layers in Table VI are used to make predictions at
different scales, allowing the model to detect objects of various
sizes. Each convolutional layer processes feature maps extracted
in previous stages and generates final predictions for object
detection.

TABLE VI. HEAD MODULE WITH OUTPUTS AT
RESOLUTIONS 8080, 40(E40, AND 20E20

Layer Type Output size
11 Conv 80
12 Conv 40
13 Conv 20

Final model

The whole architecture can be presented as a composition of
functions:

Y;)ulpul = fhead (fneck (.fbackbone (X) ) ) (7)

Where foackbone() denotes feature extraction, freck() repre-
sents feature aggregation, fpe,d() and indicates the generation
of final predictions.

Loss function

YOLOVS8 uses a combination of the next loss functions: -
Coordinate loss (IoU Loss)

LIoU = 1 — 10U(Byred; Birue) ®)

Lazzat Zholshiyeva, Deep Learning-Based Continuous Sign Language Recognition
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where IoU represents a measure of overlap between predicted Step 1. Preparing the Video for Processing
Bypreq and true By regions. A sequence of frames is extracted from the input video.
Las = —(1 —pt) log(pt) 9) X =T1,%2,...,Tn (12)
where
Tn (13)

- Loss classification (Focal Loss)
Where p; denotes the probability of a correct class, and a, A

are hyperparameters.
- Object loss

N
Loy = — Y [yilog(pi) + (1 —yi)log(1—ps)]  (10)

i=1

Final loss function:
L = AouLiou + ActsLets + AobjLiobi (11)

2) Features of YOLOv8n: Unwavering, lightweight neural
network for car detection By reducing the number of chan-
nels and convolutional filters, YOLOv8n can be implemented
on devices with limited computer resources, such as mobile
devices [77]. Major differences comprise the addition of a set
of loss functions, including CIoU and Focal Loss, a further
improved optimization process, and a multitasking detection,
segmentation, and classification feature that allowed it to fit
into several datasets. YOLOvV8n is the most accurate and fastest
model in the YOLOvVS family. Due to anchor-free detection,
tremendous computation flexibility has been given to models.
It is also very fast, having less than 4 million parameters, with
an edge over other YOLO [78]. Integration of C2f and SPPF
blocks to improve the efficiency of the features. The Fig. 4
demonstrates the algorithm of the proposed model.

3) 2DCNN: This model is used for continuous KazSL recog-
nition. It is developed based on gesture images from videos and
categorizes them into pre-defined classes. The model learns
unique features of every gesture by utilizing convolutional
layers for feature extraction. The model is then tested on diverse
images after training to determine its accuracy.

S21 Block 1 I
Conv+Features Bounding Box
Prediction

(xy.w.n)

64 channels FPN
Upsample + Merge
Future Fusion

Lt
A . i

i
640x640x3

ind S21 Block 2 > -
Conv+Features
128 channels PANet ‘
aggregation
pathway

Prediction

( stem
‘ 8 classes

Conv+SiLU
32 channels

Class ‘

‘52 Block 3
Conv+Features
256 channels

Fig. 4. Input Image Backbone (C2f Blocks) Neck (PANet) Head (Detection Layers)

Proposed 2DCNN architecture

is an individual frame extracted from the video, and n is the
total number of frames.). Step 2. Preprocessing Augmentation

condition:
A(X), if N <600
Xowe = 14
e {X , otherwise 4

where: Here, A(x) represents the augmentation methods:
rotation, translation, brightness adjustment, and noise addition.

Step 3. Data Split
Xirain, Xvala Xtesh Xaug (15)

Step 4. Model Architecture Convolutional and Pooling Layers:
Layer 1:

Z1 = ReLU (Conv2D3x3(X)) (16)

Layer 2:
Z5 = MaxPooling, ., ReLU(Z) (17)

Layer 3:
Z5 = Dropout(0.25)(Z2) (18)

The Dropout method prevents overfitting in neural networks.
This technique improves the overall generalization of the model
by randomly disabling neurons during training.

2nd Convolutional Layer:

Z4y = ReLU (Conv2D(3 x 3,64)(Zs)) (19)

3. MaxPooling and Dropout:

Z5 = MaxPooling(2 x 2)(Z4), Zg = Dropout(0.25)(Z5)
(20)

The additional MaxPooling and Dropout layers help make

computations more efficient and prevent overfitting. Step 5.

Fully Connected Layers Flatten layer:

Z7 = Flatten(Z6) 1)

Flatten layer converts two-dimensional data into a one-
dimensional vector, making it suitable for classification. 1-
Dense layer:

78 = ReLU(W Z7 + b1), W € R28%57600 (29

This layer is a fully connected layer. Here, W1 is the weight
matrix, and bl is the bias vector

y = Softmax(WsZg + by), Wy € RT¥128 (23)
Step 6. Loss Function
L(y,y) = —>_ vilog(y:) (24)
=1
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Step 7. Optimization:

Step 8. Evaluation Metric

0" = argmin L(y, f(x); 6)

M
1
Accuracy = i Z I(y; = 9s)
i=1

Step 9. Real-time recognition

The architecture of model is sown in Fig. 5.

(25)

(26)

Layer (type)

Output Shape

Param &

conv2d (Conv

max_pooling2

max_pooling2

dropout (Drop

convad_1 (Conv

)
d (MaxPooling2D)
ut)

)

d_1 (MaxPooling2D)

dropout_1 (

pout)

flatten (

dense (Dens

)

dropout_2 (

ropout)

(
(
(
(
(
( . , 30, 64)
(
(
(
(

dense_1 (Dense

]

(28.20 MB)
,223 (28.20 MB)
6 (0.00 B)

Total params: 7,393,223
Trainable params:
Non-trainable params:

Fig. 5. 2DCNN model architecture

D. Training and Model Summary

After framing and labeling all the training and validation
videos, the Yolov8n model was trained in Google Colab using
the Ultralytics package. Later, the dataset was uploaded to
Google Drive, and a data.yaml file was created showing paths
for both training and validation datasets with the class names.
After training the model, testing was done.

1) Model Training Process: The YOLOv8n improved the
effectiveness of the training process and allowed for effective-
ness via transfer learning. The dataset was created with the
data.yaml file. The training was conducted for 10 epochs, with
the model parameters being optimized. An 8 batch size was
set to enable effective utilization of memory and consistent
training performance. Input image resolutions were set at 640
x 640 pixels, following the YOLOVS architecture and ensuring
computational efficiency.

As shown in Fig. 6, the precision, recall, and mAP for
different classes demonstrate the model’s good object detection
efficiency, which can be inferred from the data analysis.

Model summary (fused): 168 layers, 3,887,288 parameters, @ gradients, 8.1 GFLOPs

Class Images Instances Box(P R mAPS@ mAPS8-95): 1@eX%
all 1ees 1lees 8.98 8.972 8.991 8.991
Kanai 142 142 8.944 1 8.986 8.986
KaHuwa 131 131 ©.951 1 9.995 0.995
He 163 163 ©.966 0.933 8.979 8.979
Kalau 76 76 8.992 1 8.995 8.995
Kaiaa 1el 181 1 8.995 8.995 8.995
Kaicel 176 176 ©.998 1 9.995 0.995
Kim 76 76 ©.986 0.916 0.991 0.991
Here 143 143 1 08.931 8.995 08.995

Fig. 6. Yolov8n model Summary

The architecture with 168 layers, possessing 3,007,208 pa-
rameters and a computational complexity of 8.1 GFLOPs, can
process in real-time and perceive objects falling into the follow-
ing categories: "kamai?" - "How?", "kanma?" - "How much?" /
"How many?", "ue?" - "What?", "kaman?" - "When?", "kaiina?"
- "Where?", "kaiice1?" - "Which?", "kim?" - "Who?", "mere?"
- "Why?" somewhat lower recall values are recorded, probably
evidence that further optimization of the model or growth of
the training dataset is required to improve the generalization
capability.

The training of the proposed 2DCNN model includes data
preparation, neural network architecture and the optimisation
process.

Data preparation Videos are converted into single frames.
Data enhancement techniques (flipping, rotation, noise addition,
brightness adjustment) are applied to increase the data set size
and improve the generalisation ability of the model. The frames
are then divided into training (80%), validation (10%) and test
(10%) sets. The model is then trained on the prepared data with
about 4000 images.

2) Testing: Since then, the first Yolov8n model has under-
gone testing with videos that do not form part of the training
dataset. Manual testing reassessed the model for robustness and
generalization.

Fig. 7 experiments with the model tested by manually up-
loaded videos. It will show how this model performs in real-
life conditions, what its efficacy is, and it will indicate where
further improvement is likely to take place. Fig. 8 shows the
testing results of second 2DCNN model with testing accuracy
- 98.57%, loss - 0.0572.

3) Model Evaluation: The Yolov8n model works with high
precision (mAP50 ~ 99%).

The Recall (R) is very high in all classes, i.e., all interrogative
gestures were identified correctly.

Some interrogative gestures (e.g., "Kaiicer?" and "mere?")
were recognized with 100% accuracy and sensitivity.

1)

Lol

Fig. 7. Results of Yolov8n model testing [74]
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Fig. 8. Results of 2DCNN model testing.

Confusion Matrix Normalized

Kanan  Kawwa He awaw  KkaRma  Kadce wim Here  background
=

Fig. 9. Results of Yolov8n model confusion matrix

This shows that the YOLO model performs well and is
appropriate for real-time application. The confusion matrix
shows, that (Fig. 9).

The 2DCNN model performs well for most phrases. The
majority of phrases are classified correctly, except for "ne istep
zatyrsyn", which was misclassified 9 times as "dostarymmen
birge kino kordim" (Fig. 10).

IV. RESULTS AND DISCUSSION

A. Real-Time Recognition

The results for the real-time recognition of eight classes
in YOLOv8n-based KazSL are shown below in Fig. 11. The
confidence scores for the real-time detected signs ranged from
0.83 to 0.98, demonstrating strong model performance, though
some challenges appeared. Variations in the background af-
fected the recognition process, and the model had to identify
signs from a tester who was not included in the training dataset,
adding a layer of variability. Despite these challenges, the model
demonstrated robust performance, highlighting its applicability
for real-time sign language recognition.

Confusion Matrix

bugin aua raiy ote zyly

dostarymmen birge kino kordim -

men Kazakhstanga keldim -

2 men mektepke bara zatyrmyn -
g

ne istep zatyrsyn -

aysta qar zauady -

salem! kalyn kalai? -

aua raiy ote zyly -
akhstanga keldim -

birge kino kordim -

Fig. 10. Results of 2DCNN model confusion matrix.

Fig. 11. Real-time recognition results of eight KazSL question gestures

The YOLOv8n model shows by high confidence values and
an accuracy rate of 98.12%. The evaluation metrics indicate the
effectiveness of the model. Nevertheless, the limited diversity
of the dataset and the problems with complicated backgrounds
indicate the need for further improvements. The optimized
2DCNN model of the Kazakh sign language recognition system
is shown in Fig. 12.

B. Comparison by Other Models

The performance of the YOLO models was evaluated by
using a confusion matrix for eight classes. omparison with
earlier studies must be done. S. Tyagi et al. achieved an
accuracy of 93.6% (Yolov5) and 96% (Yolov8), B. Steven et al.
achieved an accuracy of 80% with Yolov8, B. Alsharif, et al.
achieved map50-95 93% with Yolov8, while proposed Yolov8n
method gives 98.12% accuracy (Table VII). The performance
of 2DCNN significantly higher as 98.57% than other results.
The accuracy was calculated by the following formula:

True Positives

Accuracy = x 100% 27

Total Samples
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98.57%

Matrix

Accuracy, mAP

» The actual accuracy percentage is

»  Xtest, Vtest, Accuracy, Confusion

« Precision, Recall, and Fl-score,

r Frame extraction from video, augmentation i Optimized 2DCNN architecture )
NN
Input 1. Conv2D (32 agpo, 3x3) — RelU activation
i Data splitting
2. MaxPooling2D — 2x2
[ Splitting the video into frames T0%
: 3. Dropout — reduce overfitting
e o Noise reduction - - 4. Conv2D (64 apo, 3%3) — RelU
Frames <600 : cor
» Rotation 15% 5. MaxPooling2D
» Brightness adjustment] i
Mo + Mirror image 6. Dropout (0.25)
¥
[ Captured frames ] [ Auemented frames ] 7. Flatten — Convert into a single vector
| | Model evaluation 8 Dense (128, ReLU) — learn at a high level
» The overall performance of the 9. Dropout (0.5)
Save frames ; .
model 1s tested using the 10. Output Dense (Softmax) — class
\_ J test_generator.. \ ) J

s The model is trained based on the train and

validation data using model.fit().
Number of epochs: 10 (which can be increased
if necessary

Fig. 12. Optimized 2DCNN Model algorithm

TABLE VII. COMPARISON THE PROPOSED MODEL WITH OTHER WORKS

Models Authors Dataset Samples | Accuracy
Yolov5, Tyagi et al. | ASL 1733 93.6%,
Yolov8n [79] images 96%
Yolov8 Steven et al. | 64 3x3 80%
[80]
Yolov8n Alsharif, et | 128 3x3 93%
al. [81]
2DCNN, Amangeldy KSL Sign 85-91%
LSTM1024 | et al. [82] words,
sen-
tences
CNN+LSTM Wang et al. | LSA64 64 hand | 97%
[83] gestures
CNN, Noor et al. | ArSL 20 94.40%,
LSTM [84] different | 82.70%
words
CNN, Zholshiyeva QazSL 42 98.87%,
LSTM, et al. [85] dactyls 85% s
Yolov5 99.98%
Yolov8n Proposed K-RSL 8 Ques- | 98.12%
tion
words
2DCNN Proposed QazSL Different | 98.57%
sen-
tences

By comparing YOLOvVS and YOLOv8n models, it is no-
ticeable that the last model has highly accurate results for
distinguishing most Kazakh question words. YOLOv8n mis-

” “mere” and “me” words, while the oldest

classified a few “kxim”,
version struggles with “xim”, “me” and “kanma” words. Both

models had failed some instances and were classified as the
background category. The majority of validation dataset samples
are correctly classified along the main diagonal for YOLOvS8n,
while the YOLOvVS shows fewer correct classifications on the
main diagonal, demonstrating a higher rate of misclassification
(Fig. 13).

The training curves show a steady decrease in box, classifi-
cation, and DFL losses, suggesting effective learning. Precision,
recall and mAP50-95 reach high values (Fig. 13). YOLOVS train-
ing plots show decreases in losses (box_loss, obj loss, cls_loss)
and improvements in metrics (Precision, Recall, mAP), indicat-
ing model improvement. However, Loss and Recall may point
to instability or detection issues. Overall, an improving trend is
observed (Fig. 14).

C. Evaluation

The performance evaluation of the YOLOv8n model for real-
time recognition of KazSL question words shows robust results,
with high precision, recall, and F1 scores for all eight classes.
According to the recall-confidence and precision-confidence
curves, robust accuracy is maintained even at higher confidence
thresholds. However, the precision-recall curve demonstrates
a near-perfect balance between precision and recall with an
mAP@0.5 value of 0.994.

The Fl-confidence curve shows that the maximum perfor-
mance for the optimal value of confidence threshold is around
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Fig. 13. Learning curves of Yolov8n
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Fig. 14. Learning curves of Yolov5

Fig. 15. Evaluation metrics of proposed model

0.83-0.85, where the F1 score achieves a value of 0.98 (Fig. 15).
According to these metrics, the model is reliable in recognition
applications in real-time since the difference in classification
across words is minor.

This research highlighted the use of YOLOv8n and 2DCNN
models for the identification of KazSL as effective. The findings
reveal a high level of accuracy for the project in real time. But it
is also significant to express some of the model's shortcomings.

The application of YOLOVS8n has reached a balance between
performance and accuracy, allowing this model to perform real-
time recognition. In handling complex backgrounds, limitations

are further required for algorithm improvement or an increase
in the size of the training dataset. Fig. 11 shows the experiment
results with the model tested by manually uploaded videos. That
would show how the model performs in real-life conditions
and what its efficacy is, which can indicate where further im-
provement is likely to take place. The YOLOv8n model was
the one which effectively recognized question words at high
confidence level. The questions about errors in complex back-
ground conditions were particularly discussing the necessity of
system stability improvement in applying it in real time. As a
countermeasure, the plans for the future include the improvement
of video filtering, the application of adaptive thresholds, and the
implementation of hybrid learning approaches.

The smallest data size is one of the main disadvantages of the
study. The database consists of 400 and 4000 annotated videos,
most of which were recorded in a controlled situation. While the
current model provides some stability, it does not fully account
for real-time lighting conditions, ambient noise, and variations
among signers. Future work will therefore focus on expanding
the dataset and recruiting more participants.

Practical Applicability and Model Generalization Evaluation

To assess the model's practical usability, tests were conducted
on manually uploaded videos. The results indicated that while
the model performs well under controlled conditions, its perfor-
mance declines in uncontrolled environments.

Comparison with Other Research

Compared to previous studies, this research achieved an accu-
racy of 98%, marking an improvement. The use of the YOLOv8n
model contributed to better performance than YOLOVS and tra-
ditional CNN methods.

Major Findings

o The model achieved a mean average precision (mAP50) of
99%, confirming its reliability.

o A high recall rate was observed across all classes, demonstrat-
ing the model's ability to accurately recognize various signs.

o Certain characters, such as ““which" and ““why," were recog-
nized with 100% accuracy, indicating clear differentiation.

o Complex backgrounds and challenging lighting conditions led
to some errors.

Future Directions and Recommendations

To further enhance the model’s effectiveness and practical
usability, the following improvements are suggested:

« Expanding the dataset to include diverse backgrounds and a
wider range of signers.

« Implementing advanced techniques to handle complex back-
ground conditions.

« Exploring hybrid models to improve recognition efficiency.

By adopting these recommendations, KazSL recognition tech-
nology can be further developed to improve communication
accessibility for individuals with hearing loss.
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V. CONCLUSION

The experimental results confirmed the efficiency of
YOLOv8n in sentence recognition and the accuracy of
optimized 2DCNN in sentence classification.

The proposed models is characterized by high accuracy, low
latency, and minimal computational resource requirements, mak-
ing it effective for use in real-time recognition systems.

Future research should focus on the application of transfer
learning techniques or hybrid approaches could improve the
adaptability of the models to different sign languages.

Finally, the integration of the developed technologies into real-
world applications remains a crucial aspect. Potential applica-
tions in educational and communication tools for people with
hearing impairments could significantly improve accessibility
and usability.

Overall, this study lays the foundation for further advances in
sign language recognition, promoting inclusivity and expanding
technological opportunities for people with hearing impairments.
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